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Abstract

This work is divided in two main parts. In the first part we consider the Navier–Stokes–

Brinkman equations, which constitute one of the most common nonlinear models utilized to

simulate viscous fluids through porous media, and propose and analyze a Banach spaces-based

approach yielding new mixed finite element methods for its numerical solution. In addition

to the velocity and pressure, the strain rate tensor, the vorticity, and the stress tensor are

introduced as auxiliary unknowns, and then the incompressibility condition is used to eliminate

the pressure, which is computed afterwards by a postprocessing formula depending on the stress

and the velocity. The resulting continuous formulation becomes a nonlinear perturbation of, in

turn, a perturbed saddle point linear system, which is then rewritten as an equivalent fixed-point

equation whose operator involved maps the velocity space into itself. The well-posedness of it

is then analyzed by applying the classical Banach fixed point theorem, along with a smallness

assumption on the data, the Babuška–Brezzi theory in Banach spaces, and a slight variant of

a recently obtained solvability result for perturbed saddle point formulations in Banach spaces

as well. The resulting Galerkin scheme is momentum-conservative. Its unique solvability is

analyzed, under suitable hypotheses on the finite element subspaces, using a similar fixed-point

strategy as in the continuous problem. A priori error estimates are rigorously derived, including

also that for the pressure. We show that PEERS and AFW elements for the stress, the velocity

and the rotation, together with piecewise polynomials of a proper degree for the strain rate

tensor, yield stable discrete schemes. Then, the approximation properties of these subspaces

and the Céa estimate imply the respective rates of convergence. Finally, we include two and

three dimensional numerical experiments that serve to corroborate the theoretical findings, and

these tests illustrate the performance of the proposed mixed finite element methods. This part

yielded the following work, presently submitted:

G.N. Gatica, N. Núñez and R. Ruiz-Baier, New non-augmented mixed finite ele-

ment methods for the Navier-Stokes-Brinkman equations using Banach spaces. Preprint

2022-14, Centro de Investigación en Ingenieŕıa Matemática (CI2MA), Universidad de

Concepción, Chile, (2022).
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vii

On the other hand, in the second part we consider a steady phase change problem for non-

isothermal incompressible viscous flow in porous media with an enthalpy-porosity-viscosity

coupling mechanism, and introduce and analyze a Banach spaces-based variational formulation

yielding a new mixed-primal finite element method for its numerical solution. The momentum

and mass conservation equations are formulated in terms of velocity and the tensors of strain

rate, vorticity, and stress; and the incompressibility constraint is used to eliminate the pressure,

which is computed afterwards by a postprocessing formula depending on the stress and the

velocity. The resulting continuous formulation for the flow becomes a nonlinear perturbation

of a perturbed saddle point linear system. The energy conservation equation is written as

a nonlinear primal formulation that incorporates the additional unknown of boundary heat

flux. The whole mixed-primal formulation is regarded as a fixed-point operator equation,

so that its well-posedness hinges on Banach’s theorem, along with smallness assumptions on

the data. In turn, the solvability analysis of the uncoupled problem in the fluid employs

the Babuška–Brezzi theory, a recently obtained result for perturbed saddle-point problems,

and the Banach–Nečas–Babuška Theorem, all them in Banach spaces, whereas the one for

the uncoupled energy equation applies a nonlinear version of the Babuška–Brezzi theory in

Hilbert spaces. An analogue fixed-point strategy is employed for the analysis of the associated

Galerkin scheme, using in this case Brouwer’s theorem and assuming suitable conditions on the

respective discrete subspaces. The error analysis is conducted under appropriate assumptions,

and selecting specific finite element families that fit the theory. We finally report on the

verification of theoretical convergence rates with the help of numerical examples. This part

yielded the following work, presently submitted:

G.N. Gatica, N. Núñez and R. Ruiz-Baier, Mixed-primal methods for natural con-

vection driven phase change with Navier–Stokes–Brinkman equations. Preprint 2022-30,

Centro de Investigación en Ingenieŕıa Matemática (CI2MA), Universidad de Concepción,

Chile, (2022).



Contents

Acknowledgements iv

Abstract vi

Contents viii

List of figures xi

I New non-augmented mixed finite element methods for the
Navier-Stokes-Brinkman equations using Banach spaces 1

1 Introduction 2

1.1 Preliminaty notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2 The model problem 7

3 The continuous formulation 10

3.1 The mixed approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

3.2 Some abstract results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

3.3 Solvability analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

4 The discrete formulation 28

4.1 The Galerkin scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

4.2 Solvability analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

4.3 A priori error analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

4.4 Specific finite element subspaces . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

viii



CONTENTS ix

4.4.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

4.4.2 PEERS-based finite element subspaces . . . . . . . . . . . . . . . . . . . 41

4.4.3 AFW-based finite element subspaces . . . . . . . . . . . . . . . . . . . . 42

4.4.4 The rates of convergence . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

5 Numerical results 45

5.1 Accuracy verification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

5.2 Channel flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

5.3 Flow on an intracranial aneurysm . . . . . . . . . . . . . . . . . . . . . . . . . . 49

II Mixed-primal methods for natural convection driven phase
change with Navier–Stokes–Brinkman equations 53

6 Introduction 54

7 The model problem 58

8 Continuous weak formulation 62

8.1 Mixed-primal approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

8.2 Fixed-point strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

8.3 Well-posedness of the uncoupled problems . . . . . . . . . . . . . . . . . . . . . 67

8.4 Solvability analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

9 The Galerkin scheme 79

9.1 The discrete fixed point strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

9.2 Well-definedness of the discrete problems . . . . . . . . . . . . . . . . . . . . . . 81

9.3 Solvability analysis of the discrete fixed point . . . . . . . . . . . . . . . . . . . 84

9.4 A priori error analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

9.5 Specific finite element spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

9.5.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

9.5.2 Two specific examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93



CONTENTS x

9.5.3 The rates of convergence . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

10 Illustrative numerical examples 97

11 Conclusions and Future Works 105

11.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

11.2 Future Works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

Bibliography 107



List of Figures

5.1 Error history for the mixed methods defined using the spaces in (4.43)-(4.44)

(left panels) and in (4.45)-(4.46) (right panels), using manufactured solutions

in 2D (top) and 3D (bottom). . . . . . . . . . . . . . . . . . . . . . . . . . . 47

5.2 Sample of approximate solutions (velocity with line integral convolution)

for the convergence test, obtained using the second-order AFW-based finite

element family. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

5.3 Sample of approximate solutions (velocity with streamlines) for the conver-

gence test, obtained using the first-order PEERS-based finite element family. 48

5.4 Approximate strain rate magnitude, total stress magnitude, velocity magni-

tude and line integral contour, and postprocessed pressure for the Navier–

Stokes–Brinkman equations on a complex channel with obstacles. Solutions

computed with a PEERS-based method using ` “ 1. . . . . . . . . . . . . . 50

5.5 Approximate strain rate magnitude, wall shear stress magnitude, velocity

streamlines, and postprocessed pressure for the Navier–Stokes–Brinkman

equations on a cerebral aneurysm. Solutions computed with an AFW-based

method using ` “ 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

10.1 Example 1. Primal variables (velocity line integral convolution colored ac-

cording to velocity magnitude, postprocessed pressure profile, and tempera-

ture distribution) and mixed unknowns (velocity gradient magnitude, stress

magnitude, vorticity magnitude, and heat flux on the coarser boundary

mesh) for the Burggraf stationary flow with thermal effects obtained after 4

steps of uniform refinement. . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

xi



LIST OF FIGURES xii

10.2 Example 2. Phase change on a differentially heated shell-tube system. Ap-

proximate solutions (velocity gradient magnitude, total stress magnitude, ve-

locity streamlines, vorticity magnitude, dimensionless temperature, and heat

flux) computed with the second-order PEERS`-based mixed-primal method. 103

10.3 Example 3. Phase change of an octadecane specimen. Approximate solutions

(velocity gradient magnitude, total stress magnitude, velocity streamlines,

vorticity magnitude, temperature, and heat flux) computed with the lowest-

order AFW`-based method. . . . . . . . . . . . . . . . . . . . . . . . . . . . 104



Part I

New non-augmented mixed finite

element methods for the

Navier-Stokes-Brinkman equations

using Banach spaces

1



CHAPTER 1

Introduction

The Navier–Stokes–Brinkman equations are nowadays present in a wide range of applications,

among which we highlight the flow of a viscous fluid through porous media with adsorption,

and the phase change models for natural convection in porous media as well. The former arises,

for instance, in petroleum engineering [24], chromatography [63], and water decontamination

[72], particularly in the design of water filtering devices [14], whereas the latter appears in

melting and solidification processes [42, 73], design of energy storage devices [44], and ocean

and atmosphere dynamics [43], to name a few. Motivated by the above, the devising of suitable

numerical procedures to solve these problems, most of them within a Hilbertian framework,

has gained increasing interest in recent years. The variational formulations utilized, which

include the case of axisymmetric flow and time-dependent models, are based on velocity and

pressure, stress, pseudostress, vorticity, or stream function, as main unknowns, whereas the

techniques employed are basically finite element, mixed finite element, finite volume, stabilized

finite element, spectral, mortar, and augmented finite element methods. For an overview of

some contributions in these directions, we refer to [14, 24, 58] and [8, 9, 54], and the references

2



CHAPTER 1. INTRODUCTION 3

therein, in the case of the aforementioned first and second model, respectively.

Aiming to provide further details on the state of the art, as well as to explain the main

motivation of this part, we now refer specifically to [8], where rigorous mathematical and

numerical analyses of mixed-primal and fully mixed methods for phase change models for

natural convection, are provided, up to our knowledge, for the first time. Indeed, the problem

under consideration there is the one originally proposed in [9], where a fully-primal formulation

for the non-stationary case was analyzed. The governing equations are given by the Navier–

Stokes–Brinkman equations coupled with a generalized energy equation, in addition to Dirichlet

boundary conditions for the velocity and the temperature. The fluid part of the coupled model is

handled similarly to [5] by introducing, besides the velocity, the strain rate tensor and the stress

tensor relating the latter with the convective term, as auxiliary unknowns, so that the pressure is

eliminated by using the incompressibility condition, and recovered later on via a postprocessing

formula depending on the stress and the velocity. In turn, due to the convective term, and in

order to stay within a Hilbertian framework, the velocity is sought in the Sobolev space of order

1, which requires the incorporation into the variational formulation of additional Galerkin-type

terms arising from the constitutive and equilibrium equations. Furthermore, the symmetry of

the stress is imposed in an ultra-weak sense (cf. [6]), which avoids to include the vorticity as a

fourth unknown. Nevertheless, and while the augmentation procedure allows to circumvent the

necessity of proving continuous and discrete inf-sup conditions, which yields, in particular, more

flexibility for choosing the finite element subspaces, it is no less true that the complexity of both

the resulting system and its associated computational implementation increases considerably,

thus leading to much more expensive schemes. This last remark constitutes our main motivation

to look now for non-augmented schemes.

A similar procedure to the one from [8] for the Navier–Stokes–Brinkman equations was

introduced and analyzed in [50]. However, differently from [8], the authors do not include

the strain rate tensor as an unknown, though it can also be computed via a postprocess, and

instead of employing the stress and imposing the incompressibility condition, they use the

pseudostress and consider a nonselenoidal condition, respectively. Besides these aspects and a

minor difference related to the handling of the equilibrium equation, the rest of the variational
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formulation proceeds analogously by forcing as well a Hilbert spaces-based framework by means

of the introduction of residual terms arising from the constitutive equation and the Dirichlet

boundary condition. In addition to [14] and [50], just a few other contributions dealing with

numerical methods for the Navier-Stokes-Brinkman equations seem to be available in the liter-

ature, among which we refer to [15,51,69]. More extensive is the list of references dealing with

the numerical analysis of the related Stokes-Brinkman model (see, e.g. [22,53,74,75]).

On the other hand, a significant amount of contributions showing the suitability of Banach

spaces-based approaches to analyze the continuous and discrete formulations of diverse linear,

nonlinear, and coupled problems in continuum mechanics, have appeared in recent years. A

non-exhaustive list of them includes [16,25,33,34,37,39,49,52], and among the different models

addressed we can mention Poisson, Brinkman–Forchheimer, Darcy–Forchheimer, Navier-Stokes,

Boussinesq, coupled flow-transport, and fluidized beds, most of which share a Banach saddle-

point structure for the resulting variational formulations. The main advantage of employing this

Banach framework is, precisely as sought, the fact that no augmentation is required, and hence

the spaces to which the unknowns belong are the natural ones arising from the application of

the Cauchy–Schwarz and Hölder inequalities to the tested and eventually integrated by parts

equations. In this way, simpler and closer to the original physical model formulations are

obtained. Moreover, it also allows to derive momentum conservative schemes, and to obtain

direct approximations of further variables of physical interest, either by incorporating them

into the formulation or by employing postprocessing formulae in terms of the discrete solution.

According to all the previous discussion, and bearing in mind that we finally aim at develop-

ing a non-augmented finite element method for the model from [8], the purpose of the present

chapter is to advance toward that goal by introducing and analyzing first a Banach spaces-

based mixed finite element method for the Navier–Stokes–Brinkman equations. The extension

of it to the phase change model for natural convection in a porous medium will be reported

in a separate work. The first part is organized as follows. The rest of this chapter collects

some preliminary notations and results to be employed throughout this thesis. In Chapter 2

we set the model of interest, define the auxiliary unknowns to be considered, and eliminate

the pressure. The variational formulation is introduced and analyzed in Chapter 3. In fact, in
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Chapter 3.1 we describe the mixed approach and realize that the resulting continuous system,

which is very close to the one from [8] before augmenting it, can be written as a nonlinear

perturbation of a perturbed saddle point formulation in Banach spaces. Then, some abstract

results that include a slight variant of the continuous and discrete well-posedness of the latter,

as well as the Babuška–Brezzi theory in Banach spaces, are recalled in Chapter 3.2. The solv-

ability analysis itself is developed in Chapter 3.3 by employing a fixed-point strategy along with

the theorems from Chapter 3.2. Next, in Chapter 4 we introduce and analyze the associated

Galerkin scheme under suitable assumptions on the finite element subspaces to be employed,

adopting an analogous fixed-point strategy, and making use of the discrete versions of the theo-

retical results from Chapter 3.2. In addition, a priori error estimates are derived, specific finite

element subspaces satisfying the aforementioned assumptions are described, and corresponding

rates of convergence are established. Finally, several illustrative numerical results are reported

in Chapter 5.

1.1 Preliminaty notations

Throughout this work, Ω is a given bounded Lipschitz-continuous domain of Rn, n P t2, 3u,

whose outward unit normal at its boundary Γ is denoted ν. Standard notations will be adopted

for Lebesgue spaces LrpΩq, with r P p1,8q, and Sobolev spaces Ws,rpΩq, with s ě 0, endowed

with the norms } ¨ }0,r;Ω and } ¨ }s,r;Ω, respectively, whose vector and tensor versions are denoted

in the same way. In particular, note that W0,rpΩq “ LrpΩq, and that when r “ 2 we simply

write HspΩq in place of Ws,2pΩq, with the corresponding Lebesgue and Sobolev norms denoted

by } ¨}0,Ω and } ¨}s,Ω, respectively. We also set | ¨ |s,Ω for the seminorm of HspΩq. In turn, H1{2pΓq

is the space of traces of functions of H1pΩq, H´1{2pΓq is its dual, and x¨, ¨y denotes the duality

pairing between them. On the other hand, by S and S we mean the corresponding vector and

tensor counterparts, respectively, of a generic scalar functional space S. Furthermore, for any

vector fields v “ pviqi“1,n and w “ pwiqi“1,n, we set the gradient, symmetric part of the gradient
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(also named strain rate tensor), divergence, and tensor product operators, as

∇v :“
ˆ

Bvi
Bxj

˙

i,j“1,n
, epvq :“ 1

2
`

∇v` p∇vqt
˘

,

divpvq :“
n
ÿ

j“1

Bvj
Bxj

, and vbw :“ pviwjqi,j“1,n ,

where the superscript t stands for the matrix transpose. Next, for any tensor fields τ “

pτijqi,j“1,n and ζ “ pζijqi,j“1,n, we let divpτ q be the divergence operator div acting along the

rows of τ , and define the trace, the tensor inner product, and the deviatoric tensor, respectively,

as

trpτ q :“
n
ÿ

i“1
τii, τ : ζ :“

n
ÿ

i,j“1
τijζij, and τ d :“ τ ´ 1

n
trpτ qI,

where I is the identity matrix in R :“ Rnˆn. On the other hand, for each r P r1,`8s we

introduce the Banach space

Hpdivr; Ωq :“
!

τ P L2
pΩq : divpτ q P Lr

pΩq
)

, (1.1)

which is endowed with the natural norm

}τ }divr;Ω :“ }τ }0,Ω ` }divpτ q}0,r;Ω @ τ P Hpdivr; Ωq , (1.2)

and recall that, proceeding as in [47, eq. (1.43), Section 1.3.4] (see also [28, Section 4.1]

and [37, Section 3.1]), one can prove that for each r ě 2n
n`2 there holds

xτ ν,vy “
ż

Ω

!

τ : ∇v ` v ¨ divpτ q
)

@ pτ ,vq P Hpdivr; Ωq ˆH1
pΩq , (1.3)

where x¨, ¨y stands as well for the duality pairing between H´1{2pΓq and H1{2pΓq. Finally, bear

in mind that when r “ 2, the Hilbert space Hpdiv2; Ωq and its norm } ¨ }div2;Ω are simply

denoted Hpdiv; Ωq and } ¨ }div;Ω, respectively.



CHAPTER 2

The model problem

The modelling of a viscous fluid within a porous medium occupying the domain Ω, is described

by the Navier–Stokes–Brinkman problem, which reduces to finding a velocity vector field u :

Ω Ñ R and a pressure scalar field p : Ω Ñ R satisfying the following system of partial

differential equations:

η u ´ λdiv
`

µ epuq
˘

`
`

∇u
˘

u ` ∇p “ f in Ω ,

divpuq “ 0 in Ω ,

u “ uD on Γ ,
ż

Ω
p “ 0 ,

(2.1)

where η is the scaled inverse permeability of the porous media, λ :“ Re´1, where Re is the

Reynolds number, µ is the dynamic viscosity of the fluid, f is an external body force, and uD
is a Dirichlet datum for u. The right spaces to which f and uD belong will be precise later

7
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on. The functions η and µ are supposed to be bounded, which means that there exist positive

constants η0, η1, µ0, and µ1, such that

0 ă η0 ď ηpxq ď η1 and 0 ă µ0 ď µpxq ď µ1 @x P Ω . (2.2)

In turn, note that the incompressibility of the fluid (cf. second equation of (2.1)) imposes on

uD the compatibility condition
ż

Γ
uD ¨ ν “ 0 , (2.3)

and that the last equation of (2.1) has been included for sake of uniqueness of p.

We now proceed as in [8] and [5] (see, also [25], [27], [29], [36], [38]) and transform (2.1) into

an equivalent system of first order equations. To this end, we introduce the strain rate tensor

t, the vorticity γ, and the stress tensor σ as auxiliary unknowns, namely

t :“ epuq “ ∇u ´ γ , where γ :“ 1
2
`

∇u´ p∇uqt
˘

, (2.4)

and

σ :“ λµ t ´ pub uq ´ p I , (2.5)

so that, thanks to the incompressibility of the fluid, the first equation of (2.1) is rewritten as

η u ´ divpσq “ f in Ω . (2.6)

Moreover, it is easy to see that, precisely the second equation of (2.1), which becomes trptq “ 0,

together with (2.5), are equivalent to the pair of equations given by

σd
“ λµ t ´ pub uqd and p “ ´

1
n

tr
`

σ ` pub uq
˘

in Ω . (2.7)

Consequently, the pressure unknown is eliminated from the formulation and computed after-

wards, as suggested by the foregoing identity, in terms of σ and u. In this way, (2.1) can be



CHAPTER 2. THE MODEL PROBLEM 9

equivalently reformulated as

t ` γ “ ∇u in Ω ,

λ µ t ´ pub uqd “ σd in Ω ,

η u ´ divpσq “ f in Ω ,

u “ uD on Γ ,
ż

Ω
tr
`

σ ` pub uq
˘

“ 0 .

(2.8)



CHAPTER 3

The continuous formulation

In this chapter we introduce and analyze the variational formulation of (2.8), which, differently

from [8] and [50], does not include any augmentation procedure, and employs the natural

spaces arising from the application of the Cauchy–Schwarz and Hölder inequalities to the terms,

suitably tested and integrated by parts, if necessary, of the equations in (2.8).

3.1 The mixed approach

We begin by originally seeking u in H1pΩq, for which we assume from now on that uD P H1{2pΓq.

Then, given τ P Hpdivr; Ωq, with r ě 2n
n`2 , a straightforward application of (1.3) along with

the fact that u “ uD on Γ, yield

ż

Ω
τ : ∇u “ ´

ż

Ω
u ¨ divpτ q ` xτ ν,uDy , (3.1)

10
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and hence the corresponding testing of the first equation of (2.8) becomes

ż

Ω
t : τ `

ż

Ω
γ : τ `

ż

Ω
u ¨ divpτ q “ xτ ν,uDy @ τ P Hpdivr; Ωq . (3.2)

We observe here, thanks to Cauchy-Schwarz’s inequality and the fact that τ P L2pΩq, that the

first two terms of (3.2) make sense for both t and γ in L2pΩq. Thus, bearing in mind the free

trace property of t and the skew symmetry of γ (cf. (2.4)), we look for these unknowns in

L2
trpΩq and L2

skewpΩq, respectively, where

L2
trpΩq :“

!

s P L2
pΩq : trpsq “ 0

)

, (3.3)

and

L2
skewpΩq :“

!

δ P L2
pΩq : δt

“ ´δ
)

. (3.4)

In turn, knowing that divpτ q P LrpΩq, and employing Hölder’s inequality, we notice from the

third term of (3.2) that, instead of H1pΩq, it would actually suffice to look for u in Lr1pΩq,

where r1 is the conjugate of r, that is r1 P r1,`8s is such that 1
r
` 1

r1
“ 1. On the other hand,

testing the second equation of (2.8) against s P L2
skewpΩq, we formally obtain

λ

ż

Ω
µ t : s ´

ż

Ω
pub uqd : s “

ż

Ω
σd : s ,

which, using the fact that trpsq also vanishes, becomes

λ

ż

Ω
µ t : s ´

ż

Ω
pub uq : s “

ż

Ω
σ : s . (3.5)

The boundedness of µ (cf. (2.2)) and the fact that both t and s lay in L2pΩq, guarantee that

the first term of (3.5) is finite, whereas the last one is as well if σ (and hence σd) belongs

to L2pΩq. Regarding the second one, straightforward applications of the Cauchy-Schwarz and

Hölder inequalities imply that, for each `, j P p1,`8q such that 1
`
` 1

j
, there holds

ˇ

ˇ

ˇ

ż

Ω
pub uqd : s

ˇ

ˇ

ˇ
“

ˇ

ˇ

ˇ

ż

Ω
pub uq : s

ˇ

ˇ

ˇ
ď }u}0,2`;Ω }u}0,2j;Ω }s}0,Ω , (3.6)
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which says that this term makes sense for u P L2`pΩq X L2jpΩq, that is, choosing in particular

l “ j “ 2, for u P L4pΩq. In this way, our previous analysis on the first equation of (2.8)

is restricted hereafter to r1 “ 4, and hence to r “ 4{3. Moreover, aiming to keep the same

space for the unknown σ and its associated test functions τ , we will seek σ in Hpdiv4{3; Ωq.

Therefore, knowing now that divpσq P L4{3pΩq, and assuming that the datum f lays also in

L4{3pΩq, we proceed to test the third equation of (2.8) against v P L4pΩq, which yields

ż

Ω
v ¨ divpσq ´

ż

Ω
η u ¨ v “ ´

ż

Ω
f ¨ v . (3.7)

Finally, the symmetry of σ, which, according to (2.5), is equivalent to that of t, is imposed

weakly as
ż

Ω
δ : σ “ 0 @ δ P L2

skewpΩq . (3.8)

At this point, and before reordering the equations (3.2), (3.5), (3.7), and (3.8) in a suitable

way, we consider, for sake of convenience of the subsequent analysis, the decomposition (see,

e.g. [37, eqs. (3.12) - (3.13)], [49, eqs. (3.1) - (3.2)])

Hpdiv4{3; Ωq :“ H0pdiv4{3; Ωq ‘ R I , (3.9)

where

H0pdiv4{3; Ωq :“
!

τ P Hpdiv4{3; Ωq :
ż

Ω
trpτ q “ 0

)

. (3.10)

In particular, the unknown σ can be uniquely decomposed as σ “ σ0 ` c0 I, where σ0 P

H0pdiv4{3; Ωq, and, employing the last equation of (2.8),

c0 :“ 1
n |Ω|

ż

Ω
trpσq “ ´

1
n |Ω|

ż

Ω
trpub uq . (3.11)

In this way, knowing explicitly c0 in terms of u, it remains to find the H0pdiv4{3; Ωq-component

σ0 of σ to fully determine it. In this regard, we readily observe that equations (3.5), (3.7),

and (3.8) remain unchanged if σ is replaced there by σ0. Moreover, it is easy to see, thanks

to the compatibility condition (2.3) satisfied by the Dirichlet datum uD, that both sides of
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(3.2) vanish for τ “ I, and hence, testing this equation against τ P Hpdiv4{3; Ωq is equivalent

to doing it against τ P H0pdiv4{3; Ωq. Consequently, redenoting from now on σ0 as simply

σ P H0pdiv4{3; Ωq, introducing the spaces

H :“ L2
trpΩq ˆH0pdiv4{3; Ωq , Q :“ L4

pΩq ˆ L2
skewpΩq , (3.12)

setting the notations

~t :“ pt,σq , ~s :“ ps, τ q , ~r :“ pr, ζq P H , ~u :“ pu,γq , ~v :“ pv, δq , ~w :“ pw, ξq P Q ,

(3.13)

endowing H and Q with the norms

}~s}H :“ }s}0,Ω ` }τ }div4{3;Ω @~s :“ ps, τ q P H ,

}~v}Q :“ }v}0,4;Ω ` }δ}0,Ω @~v :“ pv, δq P Q ,
(3.14)

and gathering (3.5), (3.2), and (3.7) + (3.8), we arrive at the following variational formulation

of (2.8): Find p~t, ~uq P HˆQ such that

apt, sq ` b1ps,σq

b2pt, τ q ` bp~s, ~uq

` bpu; u, sq “

“

0 ,

xτ ν,uDy ,

bp~t, ~vq ´ cp~u, ~vq “ ´

ż

Ω
f ¨ v ,

(3.15)

for all p~s, ~vq P H ˆ Q, where the bilinear forms a : L2
trpΩq ˆ L2

trpΩq Ñ R, bi : L2
trpΩq ˆ

H0pdiv4{3; Ωq Ñ R, i P
 

1, 2
(

, b : HˆQ Ñ R, and c : QˆQ Ñ R, are defined by

apr, sq :“ λ

ż

Ω
µ r : s @ r, s P L2

trpΩq , (3.16a)

b1ps, τ q :“ ´

ż

Ω
s : τ , b2ps, τ q :“

ż

Ω
s : τ , @ ps, τ q P L2

trpΩq ˆH0pdiv4{3; Ωq , (3.16b)

bp~s, ~vq :“
ż

Ω
δ : τ `

ż

Ω
v ¨ divpτ q @ p~s, ~vq P HˆQ , (3.16c)

cp~w, ~vq :“
ż

Ω
ηw ¨ v @ ~w, ~v P Q , (3.16d)
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whereas for each w P L4pΩq, bpw; ¨, ¨q : L4pΩq ˆ L2
trpΩq Ñ R is the bilinear form given by

bpw; v, sq :“ ´

ż

Ω
pwb vq : s @ pv, sq P L4

pΩq ˆ L2
trpΩq . (3.17)

Equivalently, letting a : HˆH Ñ R be the bilinear form that arises from the block

¨

˝

a b1

b2

˛

‚

by adding the first two equations of (3.15), that is

ap~r,~sq :“ apr, sq ` b1ps, ζq ` b2pr, τ q @~r, ~s P H , (3.18)

we find that (3.15) can be rewritten as: Find p~t, ~uq P HˆQ such that

ap~t,~sq ` bp~s, ~uq ` bpu; u, sq “ xτ ν,uDy @~s P H ,

bp~t, ~vq ´ cp~u, ~vq “ ´

ż

Ω
f ¨ v @~v P Q .

(3.19)

Moreover, letting now A :
`

HˆQ
˘

ˆ
`

HˆQ
˘

Ñ R be the bilinear from that arises from the

block

¨

˝

a b

b ´c

˛

‚by adding both equations of (3.19), that is

A
`

p~r, ~wq, p~s, ~vq
˘

:“ ap~r,~sq ` bp~s, ~wq ` bp~r, ~vq ´ cp~w, ~vq @ p~r, ~wq, p~s, ~vq P HˆQ , (3.20)

we deduce that (3.19) (and hence (3.15)) can be stated, equivalently as well, as: Find p~t, ~uq P

HˆQ such that

A
`

p~t, ~uq, p~s, ~vq
˘

` bpu; u, sq “ Fp~s, ~vq @ p~s, ~vq P HˆQ , (3.21)

where F P
`

HˆQ
˘1 is defined by

Fp~s, ~vq :“ xτ ν,uDy ´
ż

Ω
f ¨ v @ p~s, ~vq P HˆQ . (3.22)

Our next goal is to analyze the solvability of (3.21) (equivalently, that of (3.19) or (3.15)),
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for which we will apply the abstract results collected in the following chapter. We stress that,

except for the handling of the rotation, (3.15) coincides with the variational formulation for

the fluid part of the phase change model for natural convection (cf. [8, first three rows of eq.

(3.6)]), but before augmenting it, thus emphasizing that this procedure will not be employed

here. In addition, we remark that (3.21) can be seen as a nonlinear perturbation of a perturbed

saddle-point formulation in Banach spaces, for which continuous and discrete well-posedness

results have been recently shown in [40].

3.2 Some abstract results

We begin by recalling the Babuška–Brezzi theory in Banach spaces.

Theorem 3.1. Let H1, H2, Q1, and Q2 be real reflexive Banach spaces, and let a : H2ˆH1 Ñ R

and bi : HiˆQi Ñ R, i P t1, 2u, be bounded bilinear forms with boundedness constants given by

}a} and }bi}, i P t1, 2u, respectively. In addition, for each i P t1, 2u, let Ki be the kernel of the

operator induced by bi, that is

Ki :“
!

v P Hi : bipv, qq “ 0 @ q P Qi

)

. (3.23)

Assume that

i) there exists a constant α ą 0 such that

sup
vPK1
v ­“0

apw, vq

}v}H1

ě α }w}H2 @w P K2 , (3.24)

ii) there holds

sup
wPK2

apw, vq ą 0 @ v P K1 , v ­“ 0 , (3.25)

iii) for each i P t1, 2u there exists a constant βi ą 0 such that

sup
vPHi
v ­“0

bipv, qq

}v}Hi
ě βi }q}Qi @ q P Qi . (3.26)
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Then, for each pF,Gq P H 1
1 ˆQ

1
2 there exists a unique pu, pq P H2 ˆQ1 such that

apu, vq ` b1pv, pq “ F pvq @ v P H1 ,

b2pu, qq “ Gpqq @ q P Q2 ,

(3.27)

and the following a priori estimates hold:

}u}H2 ď
1
α
}F }H 11 `

1
β2

ˆ

1` }a}
α

˙

}G}Q12 ,

}p}Q1 ď
1
β1

ˆ

1` }a}
α

˙

}F }H 11 `
}a}

β1 β2

ˆ

1` }a}
α

˙

}G}Q12 .

(3.28)

Moreover, i), ii), and iii) are also necessary conditions for the well-posedness of (3.27).

Proof. See [18, Theorem 2.1, Corollary 2.1, Section 2.1] for the original version and its proof.

For the particular case given by H1 “ H2, Q1 “ Q2, and b1 “ b2, we also refer to [46, Theorem

2.34].

We remark here that the roles of K1 and K2 in the assumptions i) and ii) of Theorem 3.1 can

be exchanged without altering the joint meaning of these hypotheses (cf. [18, eqs. (2.10) and

(2.11)]). In addition, it is important to stress that (3.28) is equivalent to an inf-sup condition

for the bilinear form arising after adding the left-hand sides of (3.27), which means that there

exists a constant C ą 0, depending only on α, β1, β2, and }a}, such that

sup
pv,qqPH1ˆQ2
pv,qq­“0

apu, vq ` b1pv, pq ` b2pu, qq

}pv, qq}H1ˆQ2

ě C }pu, pq}H2ˆQ1 @ pu, pq P H2 ˆQ1 . (3.29)

We continue with the following abstract result, which constitutes a slight variation of the

recent result [40, Theorem 3.4] tailored for perturbed saddle-point problems in Banach spaces.

Theorem 3.2. Let H and Q be reflexive Banach spaces, and let a : HˆH Ñ R, b : HˆQ Ñ R,

and c : QˆQ Ñ R be given bounded bilinear forms. In addition, let B : H Ñ Q1 be the bounded

linear operator induced by b, and let V :“ NpBq be the respective null space. Assume that:
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i) a and c are positive semi-definite, that is

apτ, τq ě 0 @ τ P H and cpv, vq ě 0 @ v P Q , (3.30)

and that c is symmetric.

ii) there exists a constant α ą 0 such that

sup
τPV
τ ­“0

apϑ, τq

}τ}H
ě α }ϑ}H @ϑ P V , (3.31)

and

sup
ϑPV
ϑ ­“0

apϑ, τq

}ϑ}H
ě α }τ}H @ τ P V , (3.32)

iii) and there exists a constant β ą 0 such that

sup
τPH
τ ­“0

bpτ, vq

}τ}H
ě β }v}Q @ v P Q , (3.33)

Then, for each pair pf, gq P H1 ˆQ1 there exists a unique pσ, uq P HˆQ such that

apσ, τq ` bpτ, uq “ fpτq @ τ P H ,

bpσ, vq ´ cpu, vq “ gpvq @ v P Q .

(3.34)

Moreover, there exists a constant rC ą 0, depending only on }a}, }c}, α, and β, such that

}pσ, uq}HˆQ ď rC
!

}f}H1 ` }g}Q1
)

. (3.35)

The foregoing theorem is referred to as a slight variant of the original version given by [40,

Theorem 3.4] because, on one hand, it does not assume symmetry of a, as the latter does, but

on the other hand, it does require the second inf-sup condition (3.32) for this bilinear form,

which the latter does not. Indeed, the proof of [40, Theorem 3.4] reduces basically to show that
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there exists a positive constant pC, depending on }a}, }c}, α, and β, such that the bilinear form

arising from adding the left hand sides of (3.34), say A :
`

HˆQ
˘

ˆ
`

HˆQ
˘

Ñ R, satisfies the

inf-sup condition

sup
pτ,vqPHˆQ
pτ,vq­“0

A
`

pζ, wq, pτ, vq
˘

}pτ, vq}
ě pC }pζ, wq} @ pζ, wq P HˆQ . (3.36)

In this way, thanks to the symmetry of a and c, A is obviously symmetric, and hence (3.36)

suffices to conclude, via the Banach–Nečas–Babuška Theorem (cf. [46, Theorem 2.6]), also

known as the generalized Lax–Milgram Lemma, the well-posedness of (3.34). However, if one

drops the symmetry assumption on a (and therefore on A), as done in the present Theorem

3.2, the same conclusion is attained if additionally (3.36) is also satisfied by the bilinear form
rA that arises from A after exchanging its components. Thus, noting that the above reduces to

fixing the second component of A and taking the supremum in (3.36) with respect to the first

one, we realize that in order to prove this further inf-sup condition, the assumption (3.32) needs

to be added, as we did in Theorem 3.2. Needless to say, and because of the same constant α in

(3.31) and (3.32), the aforementioned further condition holds with the same constant pC from

(3.36), that is

sup
pζ,wqPHˆQ
pζ,wq­“0

A
`

pζ, wq, pτ, vq
˘

}pζ, wq}
ě pC }pτ, vq} @ pτ, vq P HˆQ . (3.37)

The Banach–Nečas–Babuška Theorem will also be employed in Chapter 3.3 below.

3.3 Solvability analysis

In this chapter we address the solvability of the variational formulation (3.21), for which we

introduce the operator T : L4pΩq Ñ L4pΩq defined by

Tpz0q :“ u0 @ z0 P L4
pΩq , (3.38)
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where p~t0, ~u0q “
`

pt0,σ0q, pu0,γ0q
˘

P HˆQ is the unique solution (to be derived below under

what conditions it does exist) of the linear problem

A
`

p~t0, ~u0q, p~s, ~vq
˘

` bpz0; u0, sq “ Fp~s, ~vq @ p~s, ~vq P HˆQ . (3.39)

It follows that (3.21) can be rewritten as the fixed-point equation: Find u P L4pΩq such that

Tpuq “ u , (3.40)

so that, letting p~t0, ~u0q be the solution of (3.39) with z0 :“ u, p~t, ~uq :“ p~t0, ~u0q P H ˆ Q is

solution of (3.21), equivalently of (3.15) and (3.19).

We now aim at proving that the operator T is well-defined, which reduces to show that

problem (3.39) is well-posed. To this end, we first state the boundedness of all the variational

forms involved (cf. (3.16a), (3.16b), (3.16c), (3.16d), and (3.22)). Direct applications of the

Cauchy–Schwarz and Hölder inequalities, along with the upper bounds of η and µ (cf. (2.2)),

and the continuity of the normal trace operator in Hpdiv4{3; Ωq, yield the existence of positive

constants, denoted and given as:

}a} “ λµ1 , }b1} “ }b2} “ 1 , }a} “ λµ1 ` 2 , }b} “ 1 , }c} “ η1 |Ω|1{2 , (3.41a)

}F} “ }uD}1{2,Γ ` }f}0,4{3;Ω , (3.41b)

such that there hold

|apr, sq| ď }a} }r}0,Ω }s}0,Ω @ r, s P L2
trpΩq

|bips, τ q| ď }bi} }s}0,Ω }τ }div4{3;Ω @ ps, τ q P L2
trpΩq ˆH0pdiv4{3; Ωq ,

|ap~r,~sq| ď }a} }~r}H }~s}H @ p~r,~sq P HˆH ,

|bp~s, ~vq| ď }b} }~s}H }~v}Q @ p~s, ~vq P HˆQ ,

|cp~w, ~vq| ď }c} }~w}Q }~v}Q @ ~w, ~v P Q , and

|Fp~s, ~vq| ď }F} }p~s, ~vq}HˆQ @ p~s, ~vq P HˆQ .

(3.42)
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In turn, employing again Cauchy–Schwarz and Hölder inequalities, similarly as we did in (3.6),

we find that for each w P L4pΩq there holds (cf. (3.17))

|bpw; v, sq| ď }w}0,4;Ω }v}0,4;Ω }s}0,Ω @ pv, sq P L4
pΩq ˆ L2

trpΩq . (3.43)

In what follows, and as suggested by the matrix representation

¨

˝

a b

b ´c

˛

‚of A (cf. (3.20)),

we will apply Theorem 3.2 to derive global inf-sup conditions for this bilinear form. To this

end, and due to the corresponding structure

¨

˝

a b1

b2

˛

‚of a, we will employ in turn Theorem

3.1 to establish the required assumptions on the latter. According to the above, we begin by

deducing from the definition (3.16c) that the kernel V of b reduces to

V :“ L2
trpΩq ˆ V0 , (3.44)

where

V0 :“
!

τ P H0pdiv4{3; Ωq : τ “ τ t and divpτ q “ 0 in Ω
)

. (3.45)

Hereafter, we refer to the null space of the bounded linear operator induced by a bilinear form

as the kernel of the latter. Then, for each i P
 

1, 2
(

we let Ki be the kernel of bi|L2
trpΩqˆV0 , that

is

Ki :“
!

s P L2
trpΩq : bips, τ q “ 0 @ τ P V0

)

, (3.46)

which, recalling from (3.16b) that b1 “ ´b2, yields

K1 “ K2 “ K :“
!

s P L2
trpΩq :

ż

Ω
s : τ “ 0 @ τ P V0

)

. (3.47)

However, irrespective of the above, we readily observe, according to the definition of a (cf.

(3.16a)) and the lower bound of µ (cf. (2.2)), that a is L2
trpΩq-elliptic with the constant rα :“

λµ0, that is

aps, sq ě rα }s}20,Ω @ s P L2
trpΩq , (3.48)

and hence, in particular, a is K-elliptic. Then it is fairly simple to see that a satisfies the
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assumptions i) (with constant α “ rα) and ii) of Theorem 3.1. In turn, in order to prove

that for each i P
 

1, 2
(

, bi|L2
trpΩqˆV0 satisfies hypothesis iii), we first need to recall a useful

estimate for tensors in H0pdiv4{3; Ωq. Indeed, suitably modifying the proof of [47, Lemma 2.3]

(or [21, Proposition 3.1, Chapter IV]), one can show (see also [25, Lemma 3.2]) that there exists

a positive constant c1, depending only on Ω, such that

c1 }τ }0,Ω ď }τ d
}0,Ω ` }divpτ q}0,4{3;Ω @ τ P H0pdiv4{3; Ωq . (3.49)

Then, we are in position to prove the following result.

Lemma 3.3. There exists a positive constant rβ such that for each i P
 

1, 2
(

there holds

sup
sPL2

trpΩq
s ­“0

bips, τ q
}s}0,Ω

ě rβ }τ }div4{3;Ω @ τ P V0 . (3.50)

Proof. Since b1 “ ´b2, it suffices to show for one of these bilinear forms, so that we stay with

b2. Thus, given τ P V0 (cf. (3.45)), such that τ d ­“ 0, we have that τ d P L2
trpΩq, and hence,

bounding from below the supremum in (3.50) with s “ τ d, and noting that
ş

Ω τ
d : τ “ }τ d}20,Ω,

we obtain

sup
sPL2

trpΩq
s­“0

b2ps, τ q
}s}0,Ω

ě
b2pτ

d, τ q

}τ d}0,Ω
“ }τ d

}0,Ω ,

from which, using (3.49) and the fact that divpτ q “ 0, it follows (3.50) with rβ :“ c1. Certainly,

if τ P V0 is such that τ d “ 0, we deduce from (3.49) that τ “ 0, whence (3.50) is trivially

satisfied.

As a consequence of Lemma 3.3 and the previous discussion on the bilinear form a, we

conclude that a, b1, and b2 satisfy the hypotheses of Theorem 3.1, and hence, a straightforward

application of this abstract result, though more specifically of the global inf-sup condition

(3.29), yields the existence of a positive constant αa, depending only on rα “ λµ0, rβ “ c1, and
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}a} “ λµ1 (cf. (3.41a)), such that

sup
~sPV
~s­“0

ap~r,~sq
}~s}H

ě αa }~r}H @~r P V . (3.51)

Moreover, exchanging the roles of b1 and b2, so that, instead of the matrix structure

¨

˝

a b1

b2

˛

‚,

we consider

¨

˝

a b2

b1

˛

‚, we can apply again Theorem 3.1 and (3.29) to conclude that, with the

same constant αa from (3.51), there holds

sup
~rPV
~r­“0

ap~r,~sq
}~r}H

ě αa }~s}H @~s P V . (3.52)

Furthermore, it is readily seen from (3.18) and the ellipticity of a in L2
trpΩq (cf. (3.48)), that

ap~r,~rq “ apr, rq ě rα }r}20,Ω @~r :“ pr, ζq P H , (3.53)

which proves that a is positive semi-definite. In turn, it is clear from the definition of c (cf.

(3.16d)) that this bilinear form is symmetric, and that, thanks to the lower bound of η (cf.

(2.2)), there holds

cp~v, ~vq ě η0 }v}20,Ω @~v :“ pv, δq P Q , (3.54)

which shows that c is positive semi-definite as well. In this way, we have proved that a and

c verify the hypotheses i) and ii) of Theorem 3.2, and hence it only remains to show the

corresponding assumption iii), that is the continuous inf-sup condition for b. This result has

already been given in [49, Lemma 3.5], so that, in addition to its statement, and for sake of

clearness, we provide next most details of the corresponding proof. For this purpose, we will

make use of the Poincaré and the first Korn (cf. [60, Theorem 10.1] or [20, Corollaries 9.2.22

and 9.2.25]) inequalities, which establish that

}v}21,Ω ď cP |v|
2
1,Ω and |v|21,Ω ď 2 }epvq}20,Ω @v P H1

0pΩq , (3.55)
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respectively, with a positive constant cP depending on Ω. In addition, we also let i4 be the

continuous injection of H1pΩq into L4pΩq. Then, the announced result is as follows.

Lemma 3.4. There exists a positive constant βb, depending only on cP and }i4}, such that

sup
~sPH
~s­“0

bp~s, ~vq
}~s}H

ě βb }~v}Q @~v P Q . (3.56)

Proof. Given ~v :“ pv, δq P Q, we set rv :“ |v|2 v and notice that }rv}4{30,4{3;Ω “ }v}40,4;Ω, which

says that rv P L4{3pΩq, and additionally there holds

ż

Ω
v ¨ rv “ }v}40,4;Ω “ }v}0,4;Ω }rv}0,4{3;Ω . (3.57)

Then, letting A : H1
0pΩq ˆH1

0pΩq Ñ R and F : H1
0pΩq Ñ R be the bilinear form and linear

functional, respectively, defined by

Apw, zq :“
ż

Ω
epwq : epzq and Fpzq :“ ´

ż

Ω
rv ¨ z @w, z P H1

0pΩq ,

we readily see that A is bounded, and that, using (3.55), it becomes H1
0pΩq-elliptic with constant

αA :“ 1
2cP

. In turn, thanks to Hölder’s inequality and the continuous injection i4, it follows that

F is well-defined and bounded with }F} ď }i4} }rv}0,4{3;Ω. Hence, a straightforward application

of the classical Lax-Milgram Lemma implies the existence of a unique rw P H1
0pΩq such that

Aprw, zq “ Fpzq for all z P H1
0pΩq, and }rw}1,Ω ď 2cP}i4}}rv}0,4{3;Ω. Moreover, it is easy to see

from the foregoing identity involving A and F that div
`

eprwq
˘

“ rv in D1pΩq, which together

with the fact that eprwq P L2pΩq, proves that eprwq P Hpdiv4{3; Ωq. Then, letting rτ be the

H0pdiv4{3; Ωq component of eprwq, we readily find that divprτ q “ rv and

}rτ }div4{3;Ω ď }rw}1,Ω ` }rv}0,4{3;Ω ď
`

2cP }i4} ` 1
˘

}rv}0,4{3;Ω , (3.58)

and hence, noting that rτ is symmetric, since epwq and the identity matrix are, and employing
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(3.57) and (3.58), we get

sup
~sPH
~s­“0

bp~s, ~vq
}~s}H

ě
bpp0, rτ q, ~vq
}rτ }div4{3;Ω

“

ż

Ω
v ¨ divprτ q

}rτ }div4{3;Ω
“

ż

Ω
v ¨ rv

}rτ }div4{3;Ω
ě rβb }v}0,4;Ω , (3.59)

with rβb :“
`

2cP }i4}`1
˘´1. Similarly, introducing the bounded linear functional G : H1

0pΩq Ñ R

defined by

Gpzq :“ ´

ż

Ω
δ : epzq @ z P H1

0pΩq ,

we deduce that there exists a unique pw P H1
0pΩq such that Appw, zq “ Gpzq for all z P H1

0pΩq,

and }eppwq}0,Ω ď }δ}0,Ω. It follows from the above that div
`

eppwq ` δ
˘

“ 0 in D1pΩq, so that

eppwq`δ P Hpdiv4{3; Ωq, and hence, letting now pτ be the H0pdiv4{3; Ωq component of eppwq`δ,

we get divppτ q “ 0 and

}pτ }div4{3;Ω “ }pτ }0,Ω ď }eppwq}0,Ω ` }δ}0,Ω ď 2 }δ}0,Ω . (3.60)

In this way, noting that pτ : δ “ δ : δ, and using (3.60), we obtain

sup
~sPH
~s­“0

bp~s, ~vq
}~s}H

ě
bpp0, pτ q, ~vq
}pτ }div4{3;Ω

“

ż

Ω
pτ : δ

}pτ }div4{3;Ω
“

}δ}20,Ω
}pτ }div4{3;Ω

ě pβb }δ}0,Ω , (3.61)

with pβb :“ 1
2 . Finally, the required inequality (3.56) is a direct consequence of (3.59) and

(3.61), with βb :“ 1
2 min

 

rβb, pβb
(

.

Consequently, having the bilinear forms a, b, and c satisfied the three hypotheses of Theo-

rem 3.2, a straightforward application of this abstract result yields the existence of a positive

constant αA, depending on }a}, }c}, αa, and βb, such that (cf. (3.36), (3.37))

sup
p~s,~vqPHˆQ
p~s,~vq­“0

A
`

p~r, ~wq, p~s, ~vq
˘

}p~s, ~vq}HˆQ
ě αA }p~r, ~wq}HˆQ @ p~r, ~wq P HˆQ , (3.62)
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and

sup
p~r,~wqPHˆQ
p~r,~wq­“0

A
`

p~r, ~wq, p~s, ~vq
˘

}p~r, ~wq}HˆQ
ě αA }p~s, ~vq}HˆQ @ p~s, ~vq P HˆQ . (3.63)

Moreover, employing (3.62) and the boundedness property from (3.43), it readily follows that,

given z P L4pΩq, there holds

sup
p~s,~vqPHˆQ
p~s,~vq­“0

A
`

p~r, ~wq, p~s, ~vq
˘

` bpz; w, sq
}p~s, ~vq}HˆQ

ě
`

αA ´ }z}0,4;Ω
˘

}p~r, ~wq}HˆQ @ p~r, ~wq P HˆQ ,

and hence, for each z P L4pΩq such that, say }z}0,4;Ω ď
αA

2 , we get

sup
p~s,~vqPHˆQ
p~s,~vq­“0

A
`

p~r, ~wq, p~s, ~vq
˘

` bpz; w, sq
}p~s, ~vq}HˆQ

ě
αA

2 }p~r, ~wq}HˆQ @ p~r, ~wq P HˆQ . (3.64)

Similarly, but now using (3.63) and (3.43), and under the same assumption on z, we arrive at

sup
p~r,~wqPHˆQ
p~r,~wq­“0

A
`

p~r, ~wq, p~s, ~vq
˘

` bpz; w, sq
}p~r, ~wq}HˆQ

ě
αA

2 }p~s, ~vq}HˆQ @ p~s, ~vq P HˆQ . (3.65)

We are now in a position to prove that the operator T (cf. (3.38)) is well-defined, equiva-

lently that problem (3.39) is well-posed.

Lemma 3.5. For each z0 P L4pΩq such that }z0}0,4;Ω ď
αA

2 , problem (3.39) has a unique

solution p~t0, ~u0q “
`

pt0,σ0q, pu0,γ0q
˘

P HˆQ, and hence Tpz0q :“ u0 P L4pΩq is well-defined.

Moreover, there holds

}Tpz0q}0,4;Ω “ }u0}0,4;Ω ď }p~t0, ~u0q}HˆQ ď
2
αA

!

}uD}1{2,Γ ` }f}0,4{3;Ω

)

. (3.66)

Proof. Given z0 as indicated, the existence of a unique solution of (3.39) follows from (3.64),

(3.65), and a straightforward application of the Banach–Nečas–Babuška Theorem (cf. [46, The-

orem 2.6]). In turn, the corresponding a priori estimate and the boundedness of F (cf. (3.41b),

(3.42)) yield (3.66).
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Next, we introduce the ball

W :“
!

z P L4
pΩq : }z}0,4;Ω ď

αA

2

)

, (3.67)

and prove that, under sufficiently small data, T maps W into itself.

Lemma 3.6. Assume that

}uD}1{2,Γ ` }f}0,4{3;Ω ď
α2

A
4 . (3.68)

Then, there holds TpWq Ď W.

Proof. It is a direct consequence of the a priori estimate (3.66) and the assumption (3.68).

The main result concerning the solvability of the fixed-point equation (3.40), and hence,

equivalently, that of (3.21), (3.19), or (3.15), is stated as follows.

Theorem 3.7. Assume that

}uD}1{2,Γ ` }f}0,4{3;Ω ă
α2

A
4 . (3.69)

Then, the operator T has a unique fixed-point u P W. Equivalently, (3.21) has a unique solution

p~t, ~uq :“ p~t0, ~u0q P H ˆ Q with u P W, where p~t0, ~u0q is the unique solution of (3.39) with

z0 “ u. Moreover, there holds

}p~t, ~uq}HˆQ ď
2
αA

!

}uD}1{2,Γ ` }f}0,4{3;Ω

)

. (3.70)

Proof. It is clear, thanks to (3.69) and Lemma 3.6, that T maps W into itself, so that aiming to

apply the classical Banach fixed-point theorem, it only remains to show that T is a contraction.

To this end, given zi P W, i P
 

1, 2
(

, we let Tpziq :“ ui, where p~ti, ~uiq :“
`

pti,σiq, pui,γiq
˘

P

HˆQ is the unique solution of (3.39) with z0 :“ zi, that is

A
`

p~ti, ~uiq, p~s, ~vq
˘

` bpzi; ui, sq “ Fp~s, ~vq @ p~s, ~vq P HˆQ . (3.71)
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Now, applying the inf-sup condition (3.64) with z “ z1 to p~r, ~wq :“ p~t1, ~u1q ´ p~t2, ~u2q, we

obtain

|p~t1, ~u1q ´ p~t2, ~u2q}HˆQ ď
2
αA

sup
p~s,~vqPHˆQ
p~s,~vq­“0

A
`

p~t1, ~u1q ´ p~t2, ~u2q, p~s, ~vq
˘

` bpz1; u1 ´ u2, sq
}p~s, ~vq}HˆQ

, (3.72)

from which, adding and subtracting bpz2; u2, sq, and then employing (3.71), we arrive at

|p~t1, ~u1q ´ p~t2, ~u2q}HˆQ ď
2
αA

sup
p~s,~vqPHˆQ
p~s,~vq­“0

bpz2 ´ z1; u2, sq
}p~s, ~vq}HˆQ

. (3.73)

In turn, using the boundedness of b (cf. (3.43)) and the a priori estimate for }u2}0,4;Ω “

}Tpz2q}0,4;Ω provided by (3.66) (cf. Lemma 3.5), it follows from (3.73) that

}Tpz1q ´Tpz2q}0,4;Ω “ }u1 ´ u2}0,4;Ω ď
2
αA

}z1 ´ z2}0,4;Ω }u2}0,4;Ω

ď
4
α2

A

!

}uD}1{2,Γ ` }f}0,4{3;Ω

)

}z1 ´ z2}0,4;Ω ,

(3.74)

which, according to (3.69), confirms the announced property on T, thus ending the proof for

the existence of a unique fixed-point u in W of this operator. Finally, the a priori estimate

(3.70) is a straightforward consequence of (3.66) (cf. Lemma 3.5).



CHAPTER 4

The discrete formulation

In this chapter we approximate the solution of (3.21) (equivalently, that of (3.19) or (3.15)) by

introducing and analyzing the associated Galerkin scheme. To this end, similar tools to those

employed in Chapter 3.3 will be utilized here.

4.1 The Galerkin scheme

We begin by considering arbitrary finite element subspaces Ht
h, rHσ

h , Hu
h , and Hγ

h of the spaces

L2
trpΩq, Hpdiv4{3; Ωq, L4pΩq, and L2

skewpΩq, respectively. Hereafter, h stands for both the sub-

index of each foregoing subspace and the size of a regular triangulation Th of Ω̄ made up of

triangles K (in R2) or tetrahedra K (in R3) of diameter hK , that is h :“ max
 

hK : K P Th
(

.

Specific finite element subspaces satisfying suitable hypotheses to be introduced in due course

will be provided later on in Chapter 4.4. Then, letting

Hσ
h :“ rHσ

h X H0pdiv4{3; Ωq , (4.1)

28
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defining the product spaces

Hh :“ Ht
h ˆHσ

h , Qh :“ Hu
h ˆHγ

h , (4.2)

and setting the notations

~th :“ pth,σhq , ~sh :“ psh, τhq , ~rh :“ prh, ζhq P Hh ,

~uh :“ puh,γhq , ~vh :“ pvh, δhq , ~wh :“ pwh, ξhq P Qh ,

(4.3)

the Galerkin scheme associated with (3.15) reads as follows: Find p~th, ~uhq P HhˆQh such that

apth, shq ` b1psh,σhq

b2pth, τhq ` bp~sh, ~uhq

` bpuh; uh, shq “

“

0 ,

xτh ν,uDy ,

bp~th, ~vhq ´ cp~uh, ~vhq “ ´

ż

Ω
f ¨ vh ,

(4.4)

for all p~sh, ~vhq P Hh ˆ Qh. Similarly, the ones associated with (3.19) and (3.21), which are

certainly equivalent to (4.4), become, respectively: Find p~th, ~uhq P Hh ˆQh such that

ap~th,~shq ` bp~sh, ~uhq ` bpuh; uh, shq “ xτh ν,uDy @~sh P Hh ,

bp~th, ~vhq ´ cp~uh, ~vhq “ ´

ż

Ω
f ¨ vh @~vh P Qh ,

(4.5)

and: Find p~th, ~uhq P Hh ˆQh such that

A
`

p~th, ~uhq, p~sh, ~vhq
˘

` bpuh; uh, shq “ Fp~sh, ~vhq @ p~sh, ~vhq P Hh ˆQh . (4.6)

In order to analyze the solvability of (4.6) (equivalently that of (4.5) or (4.4)) in Chapter

4.2 below, we will require the finite dimensional versions of the Babuška–Brezzi theory in

Banach spaces (cf. Theorem 3.1) and the Banach–Nečas–Babuška theorem, which are available

in [18, Sections 2.2 and 2.3] and [46, Theorem 2.22], respectively. In turn, we will also need the

discrete analogue of Theorem 3.2, which is given by the slight improvement of [40, Theorem
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3.5] that is stated next.

Theorem 4.1. Let H and Q be reflexive Banach spaces, and let a : HˆH Ñ R, b : HˆQ Ñ R,

and c : Qˆ Q Ñ R be given bounded bilinear forms. In addition, let
 

Hh

(

hą0 and
 

Qh

(

hą0 be

families of finite dimensional subspaces of H and Q, respectively, and let Vh be the kernel of

b|HhˆQh, that is

Vh :“
!

τh P Hh : bpτh, vhq “ 0 @ vh P Qh

)

. (4.7)

Assume that:

i) a and c are positive semi-definite, and that c is symmetric.

ii) there exists a constant rαd ą 0, independent of h, such that

sup
τhPVh
τh ­“0

apϑh, τhq

}τh}H
ě rαd }ϑh}H @ϑh P Vh , (4.8)

iii) and there exists a constant rβd ą 0, independent of h, such that

sup
τhPHh
τh ­“0

bpτh, vhq

}τh}H
ě rβd }vh}Q @ vh P Qh . (4.9)

Then, for each pair pf, gq P H1 ˆQ1 there exists a unique pσh, uhq P Hh ˆQh such that

apσh, τhq ` bpτh, uhq “ fpτhq @ τh P Hh ,

bpσh, vhq ´ cpuh, vhq “ gpvhq @ vh P Qh .

(4.10)

Moreover, there exists a constant rCd ą 0, depending only on }a}, }c}, rαd, and rβd, such that

}σh}H ` }uh}Q ď rCd

!

}f}H1 ` }g}Q1
)

. (4.11)

We stress here that the aforementioned improvement refers to the fact that the symmetry of

a, originally assumed in [40, Theorem 3.5], is actually not needed for Theorem 4.1. In addition
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to the above, note as well that the discrete analogue of (3.32) is not required either. The reason

for these simplifications of the analysis is due to the fact that Hh ˆ Qh is the space to which

both the unknowns and test functions of (4.10) belong, and hence, as stipulated by the finite

dimensional version of the Banach–Nečas–Babuška theorem (cf. [46, Theorem 2.22]), in this

case one only needs to prove the discrete analogue of (3.36). In this way, it is easy to see, as

done in [40, Theorems 3.4 and 3.5], that in order to achieve the latter, it suffices to assume the

already described hypotheses of Theorem 4.1.

4.2 Solvability analysis

In this chapter we adopt the discrete version of the fixed-point strategy employed in Chapter

3.3 to study the solvability of (4.6). For this purpose, we now let Th : Hu
h Ñ Hu

h be the

operator defined by

Thpz0,hq :“ u0,h @ z0,h P Hu
h , (4.12)

where p~t0,h, ~u0,hq “
`

pt0,h,σ0,hq, pu0,h,γ0,hq
˘

P Hh ˆ Qh is the unique solution (to be derived

below under what conditions it does exist) of the linear problem

A
`

p~t0,h, ~u0,hq, p~sh, ~vhq
˘

` bpz0,h; u0,h, shq “ Fp~sh, ~vhq @ p~sh, ~vhq P Hh ˆQh . (4.13)

Then, it is easily seen that (4.6) can be rewritten as the fixed-point equation: Find uh P Hu
h

such that

Thpuhq “ uh , (4.14)

so that, letting p~t0,h, ~u0,hq be the solution of (4.13) with z0,h :“ uh, p~th, ~uhq :“ p~t0,h, ~u0,hq P

Hh ˆQh is solution of (4.6), equivalently of (4.4) and (4.5).

In what follows we derive the preliminary results needed to address later on the solvabilities

of (4.13) and (4.14), and hence of (4.6). Indeed, following a similar procedure to the one from

Chapter 3.3, we first observe that the kernel Vh of b|HhˆQh
reduces to

Vh :“ Ht
h ˆ V0,h , (4.15)
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where

V0,h :“
!

τh P Hσ
h :

ż

Ω
τh : δh “ 0 @ δh P Hγ

h and
ż

Ω
vh ¨ divpτhq “ 0 @vh P Hu

h

)

.

(4.16)

At this point, we introduce our first hypotheses on the finite element subspaces, namely

(H.0) rHσ
h contains the multiplies of the identity tensor I.

(H.1) divprHσ
h q Ď Hu

h .

As a consequence of (H.0) and the decomposition (3.9), Hσ
h (cf. (4.1)) can be redefined as

Hσ
h :“

"

τh ´
´ 1
n|Ω|

ż

Ω
trpτhq

¯

I : τh P rHσ
h

*

. (4.17)

We remark in advance, however, that for the computational implementation of the Galerkin

scheme (4.6), which will be addressed later on in Chapter 5, we will utilize a real Lagrange

multiplier to impose the mean value condition on the trace of the unknown tensor lying in Hσ
h .

In turn, thanks to (H.1), V0,h becomes

V0,h :“
!

τh P Hσ
h :

ż

Ω
τh : δh “ 0 @ δh P Hγ

h and divpτhq “ 0 in Ω
)

. (4.18)

Next, for each i P
 

1, 2
(

we let Ki,h be the kernel of bi|Ht
h
ˆV0,h , and notice, similarly as for the

continuous case (cf. (3.47)), that

K1,h “ K2,h “ Kh :“
!

sh P Ht
h :

ż

Ω
sh : τh “ 0 @ τh P V0,h

)

. (4.19)

While, as in the continuous case, the above does not allow us to derive an explicit characteri-

zation for the elements of Kh, this is actually unnecessary since, having already stated that the

bilinear form a is L2
trpΩq-elliptic (cf. (3.48)), this property is certainly valid for the subspace

Kh. Consequently, the corresponding hypotheses on a, K1,h, and K2,h specified in the discrete

version of Theorem 3.1 (cf. [18, eqs. (2.19) and (2.20)]) are clearly satisfied with the same

constant rα from (3.48). Nevertheless, we notice that [18, eq. (2.20)] is not required in the
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present case since obviously the dimensions of K1,h and K2,h coincide (cf. [18, eq. (2.21)] and

the remark right before it).

Furthermore, in order to show that for each i P
 

1, 2
(

, bi|Ht
h
ˆV0,h satisfies the discrete version

of the hypothesis iii) of Theorem 3.1, namely eq. (2.22)i in [18], we consider the following

additional hypothesis:

(H.2)
`

V0,h
˘d :“

!

τ d
h : τh P V0,h

)

Ď Ht
h.

In this way, proceeding analogously as for the proof of Lemma 3.3, that is, given τh P V0,h,

bounding from below with sh “ τ d
h P Ht

h, we find that

sup
shPH

t
h

sh ­“0

b2psh, τhq
}sh}0,Ω

ě
b2pτ

d
h , τhq

}τ d
h}0,Ω

“ }τ d
h}0,Ω ,

which, using (3.49) and the fact that divpτhq “ 0, yields

sup
shPH

t
h

sh ­“0

b2psh, τhq
}sh}0,Ω

ě rβ }τh}div4{3;Ω @ τh P V0,h , (4.20)

with rβ “ c1. A similar reasoning provides the corresponding discrete inf-sup condition for b1

with the same constant rβ.

Therefore, having a, b1, and b2 satisfied the hypotheses of the discrete version of Theorem

3.1 (cf. [18, Corollary 2.2]), we conclude the discrete analogue of the global inf-sup condition

(3.29), namely, with the same constant αa from (3.51), there holds

sup
~shPVh
~sh ­“0

ap~rh,~shq
}~sh}H

ě αa }~rh}H @~rh P Vh . (4.21)

In addition, we know from the continuous analysis (cf. (3.53) and (3.54)) that a and c are

positive semi-definite on H and Q, respectively, so that they certainly keep this property on

Hh and Qh. We have thus shown that the bilinear forms a and c satisfy the hypotheses i) and

ii) of Theorem 4.1, and hence, in order to be able to apply this abstract result, we now add

the remaining hypothesis iii) as an assumption:
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(H.3) there exists a positive constant βb,d, independent of h, such that

sup
~shPHh
~sh ­“0

bp~sh, ~vhq
}~sh}H

ě βb,d }~vh}Q @~vh P Qh . (4.22)

As already announced, specific finite element subspaces satisfying the four hypotheses (H.0)

- (H.3) will be detailed later on in Chapter 4.4.

Now, having a, b, and c satisfied the hypotheses of Theorem 4.1, we conclude, similarly to

the continuous case (cf. (3.62), (3.64)), the existence of a positive constant αA,d, depending on

}a}, }c}, αa, and βb,d, and hence independent of h, such that

sup
p~sh,~vhqPHhˆQh
p~sh,~vhq­“0

A
`

p~rh, ~whq, p~sh, ~vhq
˘

}p~sh, ~vhq}HˆQ
ě αA,d }p~rh, ~whq}HˆQ @ p~rh, ~whq P Hh ˆQh , (4.23)

and thus, for each zh P Hu
h such that }zh}0,4;Ω ď

αA,d

2 , there holds

sup
p~sh,~vhqPHhˆQh
p~sh,~vhq­“0

A
`

p~rh, ~whq, p~sh, ~vhq
˘

` bpzh; wh, shq
}p~sh, ~vhq}HˆQ

ě
αA,d

2 }p~rh, ~whq}HˆQ (4.24)

for all p~rh, ~whq P Hh ˆQh.

According to the above, we are now in a position to present the discrete analogues of Lemmas

3.5 and 3.6, and Theorem 3.7, whose proofs follow almost verbatim to those for the continuous

case, and hence only some remarks are provided. We begin with the well-posedness of (4.13),

which is the same as establishing that Th is well-defined.

Lemma 4.2. For each z0,h P Hu
h such that }z0,h}0,4;Ω ď

αA,d

2 , problem (4.13) has a unique

solution p~t0,h, ~u0,hq “
`

pt0,h,σ0,hq, pu0,h,γ0,hq
˘

P Hh ˆQh, and hence Thpz0,hq :“ u0,h P Hu
h is

well-defined. Moreover, there holds

}Thpz0,hq}0,4;Ω “ }u0,h}0,4;Ω ď }p~t0,h, ~u0.hq}HˆQ ď
2

αA,d

!

}uD}1{2,Γ ` }f}0,4{3;Ω

)

. (4.25)

Proof. Given z0,h as indicated, and bearing in mind (4.24), it suffices to apply the discrete
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version of the Banach–Nečas–Babuška Theorem (cf. [46, Theorem 2.22]) and its corresponding

a priori error estimate.

We continue with the result ensuring that Th maps a ball of Hu
h into itself.

Lemma 4.3. Let Wh be the ball

Wh :“
!

zh P Hu
h : }zh}0,4;Ω ď

αA,d

2

)

, (4.26)

and assume that

}uD}1{2,Γ ` }f}0,4{3;Ω ď
α2

A,d

4 . (4.27)

Then, there holds ThpWhq Ď Wh.

Proof. It follows straightforwardly from (4.25) and (4.27).

The unique solvability of (4.14), and hence, equivalently that of (4.6), is stated next.

Theorem 4.4. Assume that

}uD}1{2,Γ ` }f}0,4{3;Ω ă
α2

A,d

4 . (4.28)

Then, the operator Th has a unique fixed-point uh P Wh. Equivalently, (4.6) has a unique

solution p~th, ~uhq :“ p~t0,h, ~u0,hq P Hh ˆ Qh with uh P Wh, where p~t0,h, ~u0,hq is the unique

solution of (4.13) with z0,h “ uh. Moreover, there holds

}p~th, ~uhq}HˆQ ď
2

αA,d

!

}uD}1{2,Γ ` }f}0,4{3;Ω

)

. (4.29)

Proof. Similarly to the proof of Theorem 3.7, it reduces to employ (4.24), (4.13), (4.25), and

(3.43) to prove that Th : Wh Ñ Wh is a contraction, and then apply the Banach fixed-point

theorem.
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4.3 A priori error analysis

In this chapter we derive an a priori error estimate for the Galerkin scheme (4.6) with arbitrary

finite element subspaces satisfying the hypotheses (H.0) up to (H.3) specified in Chapter 4.2.

In other words, our main goal is to establish a Céa estimate for the error

}p~t, ~uq ´ p~th, ~uhq}HˆQ ,

where p~t, ~uq :“
`

pt,σq, pu,γq
˘

P H ˆQ and p~th, ~uhq :“
`

pth,σhq, puh,γhq
˘

P Hh ˆQh are the

unique solutions of (3.21) and (4.6), respectively, with u P W (cf. (3.67)) and uh P Wh (cf.

(4.26)). As a byproduct of this, we also derive an a priori estimate for }p ´ ph}0,Ω, where ph
is the discrete pressure computed according to the postprocessing formula suggested by the

second identity in (2.7), that is

ph “ ´
1
n

tr
`

σh ` puh b uhq
˘

. (4.30)

We begin by observing from (3.21) that for each p~sh, ~vhq P Hh ˆQh there holds

A
`

p~t, ~uq, p~sh, ~vhq
˘

` bpu; u, shq “ Fp~sh, ~vhq ,

which, combined with (4.6), yields for each p~sh, ~vhq P Hh ˆQh

A
`

p~t, ~uq ´ p~th, ~uhq, p~sh, ~vhq
˘

“ bpuh; uh, shq ´ bpu; u, shq . (4.31)

Now, the triangle inequality gives for each p~rh, ~whq P Hh ˆQh

}p~t, ~uq ´ p~th, ~uhq}HˆQ ď }p~t, ~uq ´ p~rh, ~whq}HˆQ ` }p~rh, ~whq ´ p~th, ~uhq}HˆQ , (4.32)

and then, applying (4.23), subtracting and adding p~t, ~uq in the first component of A, using the

boundedness of A with constant }A}, which depends on }a}, }b}, and }c} (cf. (3.41a)), and
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employing the identity (4.31), we find that

αA,d }p~rh, ~whq ´ p~th, ~uhq}HˆQ ď sup
p~sh,~vhqPHhˆQh
p~sh,~vhq­“0

A
`

p~rh, ~whq ´ p~th, ~uhq, p~sh, ~vhq
˘

}p~sh, ~vhq}HˆQ

ď }A} }p~t, ~uq ´ p~rh, ~whq}HˆQ ` sup
p~sh,~vhqPHhˆQh
p~sh,~vhq­“0

A
`

p~t, ~uq ´ p~th, ~uhq, p~sh, ~vhq
˘

}p~sh, ~vhq}HˆQ

“ }A} }p~t, ~uq ´ p~rh, ~whq}HˆQ ` sup
p~sh,~vhqPHhˆQh
p~sh,~vhq­“0

bpuh; uh, shq ´ bpu; u, shq
}p~sh, ~vhq}HˆQ

.

(4.33)

In turn, subtracting and adding u in the second component of the first term, and then invoking

the boundedness property of b (3.43), and the a priori estimates (3.70) and (4.29) for }u}0,4;Ω

and }uh}0,4;Ω, respectively, we obtain

bpuh; uh, shq ´ bpu; u, shq “ bpuh; uh ´ u, shq ` bpuh ´ u; u, shq

ď
4
rαA

!

}uD}1{2,Γ ` }f}0,4{3;Ω

)

}u´ uh}0,4;Ω }s}0,Ω ,
(4.34)

where rαA :“ min
 

αA, αA,d
(

. In this way, using (4.34) in the last term of (4.33), we obtain

}p~rh, ~whq ´ p~th, ~uhq}HˆQ

ď
}A}
αA,d

}p~t, ~uq ´ p~rh, ~whq}HˆQ `
4
rα2

A

!

}uD}1{2,Γ ` }f}0,4{3;Ω

)

}u´ uh}0,4;Ω ,

(4.35)

which, replaced back into (4.32), leads to

}p~t, ~uq ´ p~th, ~uhq}HˆQ

ď

´

1` }A}
αA,d

¯

}p~t, ~uq ´ p~rh, ~whq}HˆQ `
4
rα2

A

!

}uD}1{2,Γ ` }f}0,4{3;Ω

)

}u´ uh}0,4;Ω ,
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for each p~rh, ~whq P Hh ˆQh, and hence we conclude that

}p~t, ~uq ´ p~th, ~uhq}HˆQ

ď

´

1` }A}
αA,d

¯

dist
`

p~t, ~uq,Hh ˆQhq
˘

`
4
rα2

A

!

}uD}1{2,Γ ` }f}0,4{3;Ω

)

}u´ uh}0,4;Ω .

(4.36)

Hereafter, given a subspace Xh of a generic Banach space
`

X, } ¨ }X
˘

, we set for each x P X

distpx,Xhq :“ inf
xhPXh

}x´ xh}X .

The Céa estimate for the error }p~t, ~uq ´ p~th, ~uhq}HˆQ is stated then as follows.

Theorem 4.5. Assume that for some δ P p0, 1q there holds

!

}uD}1{2,Γ ` }f}0,4{3;Ω

)

ď
δ rα2

A
4 . (4.37)

Then, there exists a positive constant Cd, depending only on }A}, αA,d, and δ, and hence

independent of h, such that

}p~t, ~uq ´ p~th, ~uhq}HˆQ ď Cd dist
`

p~t, ~uq,Hh ˆQhq
˘

. (4.38)

Proof. It suffices to use (4.37) in (4.36), which yields (4.38) with Cd :“ p1´δq´1
´

1` }A}
αA,d

¯

.

Regarding the pressure error, we readily deduce from (2.7) and (4.30), applying Cauchy-

Schwarz’s inequality, performing some algebraic manipulations, and employing again the a

priori bounds for }u}0,4;Ω and }uh}0,4;Ω (cf. (3.70) and (4.29)), that there exists a positive

constant rC, depending only on n, rαA, }uD}1{2,Γ, and }f}0,4{3;Ω, and hence, independent of h,

such that

}p´ ph}0,Ω ď rC
!

}σ ´ σh}0,Ω ` }u´ uh}0,4;Ω

)

. (4.39)

Thus, combining (4.38) and (4.39), we conclude the existence of a positive constant rCd, inde-
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pendent of h, such that

}p~t, ~uq ´ p~th, ~uhq}HˆQ ` }p´ ph}0,Ω ď rCd dist
`

p~t, ~uq,Hh ˆQhq
˘

. (4.40)

We end this chapter by stressing that (4.37) and the fact that rαA :“ min
 

αA, αA,d
(

guarantee that the assumptions (3.69) and (4.28) of Theorems 3.7 and 4.4, respectively, are

satisfied.

4.4 Specific finite element subspaces

In this chapter we resort to [49, Section 4.4] to specify two examples of finite element subspaces

Ht
h, rHσ

h , Hu
h , and Hγ

h of the spaces L2
trpΩq, Hpdiv4{3; Ωq, L4pΩq, and L2

skewpΩq, respectively,

satisfying the hypotheses (H.0), (H.1), (H.2), and (H.3) that were introduced in Chapter 4.2.

4.4.1 Preliminaries

Here we collect some definitions and results that are employed in what follows. Indeed, given an

integer ` ě 0 and K P Th, we first let P`pKq be the space of polynomials of degree ď ` defined on

K, whose vector and tensor versions are denoted P`pKq :“ rP`pKqs
n and P`pKq “ rP`pKqs

nˆn,

respectively. Also, we let RT`pKq :“ P`pKq ‘ P`pKqx be the local Raviart–Thomas space

of order ` defined on K, where x stands for a generic vector in R :“ Rn. Furthermore, we

let bK be the bubble function on K, which is defined as the product of its n ` 1 barycentric

coordinates, and introduce the local bubble spaces of order ` as

B`pKq :“ curl
`

bK P`pKq
˘

if n “ 2 , and B`pKq :“ curl
`

bK P`pKq
˘

if n “ 3 ,

where curlpvq :“
`

Bv
Bx2
,´ Bv

Bx1

˘

if n “ 2 and v : K Ñ R, and curlpvq :“ ∇ ˆ v if n “ 3 and

v : K Ñ R3. In addition, we need to set the global spaces

P`pΩq :“
!

vh P L2
pΩq : vh|K P P`pKq @K P Th

)

,
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P`pΩq :“
!

δh P L2
pΩq : δh|K P P`pKq @K P Th

)

,

RT`pΩq :“
!

τh P Hpdiv; Ωq : τh,i|K P RT`pKq @ i P
 

1, ..., n
(

, @K P Th
)

,

and

B`pΩq :“
!

τh P Hpdiv; Ωq : τh,i|K P B`pKq @ i P
 

1, ..., n
(

, @K P Th
)

,

where τh,i stands for the ith-row of τh. As noticed in [49], it is easily seen that P`pΩq and

P`pΩq are also subspaces of L4pΩq and L4pΩq, respectively, and that RT`pΩq and B`pΩq are both

subspaces of Hpdiv4{3; Ωq as well. Actually, since Hpdiv; Ωq is clearly contained in Hpdiv4{3; Ωq,

any subspace of the former is also subspace of the latter.

Next, defining H0pdiv; Ωq :“
 

τ P Hpdiv; Ωq :
ş

Ω trpτ q “ 0
(

, we recall that a triplet

of subspaces rHσ
h , Hu

h , and Hγ
h of Hpdiv; Ωq, L2pΩq, and L2

skewpΩq, respectively, is said to be

stable for the classical Hilbertian mixed formulation of linear elasticity, if, denoting Hσ
h :“

rHσ
h XH0pdiv; Ωq, there exists a positive constant βe, independent of h, such that

sup
τhPH

σ
h

τh ­“0

ż

Ω
δh : τh `

ż

Ω
vh ¨ divpτhq

}τh}div;Ω
ě βe

!

}vh}0,Ω ` }δh}0,Ω
)

@ pvh, δhq P Hu
h ˆHγ

h . (4.41)

In turn, since the definition of the bilinear form b (cf. (3.16c)) does not involve the L2
trpΩq-

variable, we notice that hypothesis (H.3) (cf. (4.22)) becomes

sup
τhPH

σ
h

τh ­“0

ż

Ω
δh : τh `

ż

Ω
vh ¨ divpτhq

}τh}div4{3;Ω
ě βb,d

!

}vh}0,4;Ω ` }δh}0,Ω

)

@ pvh, δhq P Hu
h ˆHγ

h . (4.42)

Certainly, the inequalities (4.41) and (4.42) do not coincide since the spaces Hσ
h and Hu

h

employ different norms in them. However, the following result, already proved in [49, Lemma

4.8], establishes a very suitable connection between these discrete inf-sup conditions.

Lemma 4.6. Let rHσ
h , Hu

h, and Hγ
h be subspaces of Hpdiv; Ωq, L2pΩq, and L2

skewpΩq, respectively,

such that they satisfy (4.41). In addition, assume that there exists an integer ` ě 0 such that

RT`pΩq Ď rHσ
h and Hu

h Ď P`pΩq. Then Hσ
h :“ rHσ

h XH0pdiv4{3; Ωq, Hu
h, and Hγ

h satisfy (4.42)
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with a positive constant βb,d, independente of h.

According to the above, we now employ the stable triplets for elasticity proposed in [49,

Section 4.4] to describe two examples of finite element subspaces Ht
h, rHσ

h , Hu
h , and Hγ

h satisfying

the hypotheses (H.0), (H.1), (H.2), and (H.3) from Chapter 4.2.

4.4.2 PEERS-based finite element subspaces

We first consider the plane elasticity element with reduced symmetry (PEERS) of order ` ě 0,

whose stability was originally proved in [11] for ` “ 0 and n “ 2, and later on in [57] for ` ě 0

and n P
 

2, 3
(

. In fact, denoting CpΩ̄q :“ rCpΩ̄qsnˆn, the corresponding subspaces are given by

rHσ
h :“ RT`pΩq ‘ B`pΩq , Hu

h :“ P`pΩq , and Hγ
h :“ CpΩ̄qXL2

skewpΩqXP``1pΩq . (4.43)

It is easily seen that rHσ
h and Hu

h satisfy (H.0) and (H.1), and, thanks to Lemma 4.6, whose

hypotheses on rHσ
h and Hu

h are also guaranteed, it is clear that Hσ
h :“ rHσ

h XH0pdiv4{3; Ωq, Hu
h ,

and Hγ
h satisfy (H.3) (cf. (4.42)). Next, in order to check (H.2), we recall from (4.18) that

V0,h :“
!

τh P Hσ
h :

ż

Ω
τh : δh “ 0 @ δh P Hγ

h and divpτhq “ 0 in Ω
)

,

which, noting that B`pΩq is divergence free, recalling that the divergence free tensors of RT`pΩq

are contained in P`pΩq (cf. [47, proof of Theorem 3.3]), and observing that B`pΩq Ď P``npΩq,

we deduce that

V0,h Ď P`pΩq ‘ B`pΩq Ď P``npΩq ,

so that, to accomplish (H.2), that is
`

V0,h
˘d
Ď Ht

h, it suffices to choose

Ht
h :“ P``npΩq X L2

trpΩq . (4.44)
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4.4.3 AFW-based finite element subspaces

Our second example is the Arnold–Falk–Winther (AFW) element of order ` ě 0, which is

defined as

rHσ
h :“ P``1pΩq XHpdiv; Ωq , Hu

h :“ P`pΩq , and Hγ
h :“ L2

skewpΩq X P`pΩq , (4.45)

and whose stability for the Hilbertian mixed formulation of linear elasticity is proved in [12].

In this case, it is also straightforward to see that rHσ
h and Hu

h satisfy (H.0) and (H.1), as well

as the hypotheses required by Lemma 4.6, and hence Hσ
h :“ rHσ

h X H0pdiv4{3; Ωq, Hu
h , and Hγ

h

satisfy (H.3). In turn, for (H.2), and since V0,h does not seem to be additionally simplifiable,

it suffices to take

Ht
h :“ P``1pΩq X L2

trpΩq . (4.46)

4.4.4 The rates of convergence

The approximation properties of Hσ
h , Hu

h , and Hγ
h , for PEERS (cf. (4.43)) as well as for AFW

(cf. (4.45)), whose derivations follow basically from the error estimates of the Raviart–Thomas

and AFW interpolation operators, and of projectors onto piecewise vector and tensor polynomi-

als (cf. [46, Proposition 1.135]), and which make use of the commuting diagram properties and

of the interpolation estimates of Sobolev spaces, are given as follows (see also [19], [21], [37, eqs.

(5.37) and (5.40)]):
`

APσ
h

˘

there exists a positive constant C, independent of h, such that for each r P r0, ` ` 1s,

and for each τ P HrpΩq XH0pdiv4{3; Ωq with divpτ q P Wr,4{3pΩq, there holds

dist
`

τ ,Hσ
h

˘

ď C hr
!

}τ }r,Ω ` }divpτ q}r,4{3;Ω

)

, (4.47)

`

APu
h

˘

there exists a positive constant C, independent of h, such that for each r P r0, ` ` 1s,
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and for each v P Wr,4pΩq, there holds

dist
`

v,Hu
h

˘

ď C hr}v}r,4;Ω , (4.48)

and
`

APγ
h

˘

there exists a positive constant C, independent of h, such that for each r P r0, ` ` 1s,

and for each δ P HrpΩq X L2
skewpΩq, there holds

dist
`

δ,Hγ
h

˘

ď C hr}δ}r,Ω . (4.49)

In turn, denoting `˚ :“

$

&

%

`` n for PEERS-based

`` 1 for AFW-based
, the approximation property for Ht

h

is similar to that of Hu
h , that is:

`

APt
h

˘

there exists a positive constant C, independent of h, such that for each r P r0, `˚ ` 1s,

and for each s P HrpΩq X L2
trpΩq, there holds

dist
`

s,Ht
h

˘

ď C hr}s}r,Ω . (4.50)

We are now in a position to provide the rates of convergence of the Galerkin scheme (4.6)

with the finite element subspaces defined in Sections 4.4.2 and 4.4.3.

Theorem 4.7. Assume that for some δ P p0, 1q the data satisfies (4.37), and let p~t, ~uq :“
`

pt,σq, pu,γq
˘

P H ˆQ and p~th, ~uhq :“
`

pth,σhq, puh,γhq
˘

P Hh ˆQh be the unique solutions

of (3.21) and (4.6), respectively, with u P W (cf. (3.67)) and uh P Wh (cf. (4.26)), whose

existences are guaranteed by Theorems 3.7 and 4.4, respectively. In turn, let p and ph be the

exact and approximate pressure defined by the second identity in (2.7) and (4.30), respectively.

Furthermore, given an integer ` ě 0, assume that there exists r P r0, ``1s such that t P HrpΩqX

L2
trpΩq, σ P HrpΩqXH0pdiv4{3; Ωq, divpσq P Wr,4{3pΩq, u P Wr,4pΩq, and γ P HrpΩqXL2

skewpΩq.
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Then, there exists a positive constant C, independent of h, such that

}p~t, ~uq ´ p~th, ~uhq}HˆQ ` }p´ ph}0,Ω

ď C hr
!

}t}r,Ω ` }σ}r,Ω ` }divpσq}r,4{3;Ω ` }u}r,4;Ω ` }γ}r,Ω

)

.

(4.51)

Proof. It follows straightforwardly from the final Céa estimate (4.40) and the approximation

properties
`

APσ
h

˘

,
`

APu
h

˘

,
`

APγ
h

˘

, and
`

APt
h

˘

.



CHAPTER 5

Numerical results

We report on the performance of the proposed numerical methods. The set of computational

tests collected in this chapter have been implemented using the open source finite element

library FEniCS [7]. A Newton-Raphson algorithm with null initial guess is used for the resolution

of all nonlinear problems, and the solution of tangent systems resulting from the linearization

is carried out with the multifrontal massively parallel sparse direct solver MUMPS [10].

5.1 Accuracy verification

The convergence of the methods is assessed in 2D and 3D. We consider the unit square p0, 1q2

and unit cube p0, 1q3 domains, discretized into meshes that are successively refined. We fix

λ “ 0.2 together with the heterogeneous viscosity and inverse permeabilities µpx1, x2q “

expp´x1x2q, ηpx1, x2q “ 2` sinpx1x2q (in 2D) and µpx1, x2, x3q “ expp´x1x2x3q, ηpx1, x2, x3q “

2` sinpx1x2x3q (in 3D). And we choose a boundary velocity uD and a forcing term f such that
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the exact solutions are

uexpx1, x2q “

¨

˝

cospπx1q sinpπx2q

´ sinpπx1q cospπx2q

˛

‚, pexpx1, x2q “ sinpx1x2q,

and

uexpx1, x2, x3q “

¨

˚

˚

˚

˝

sinpπx1q cospπx2q cospπx3q

´2 cospπx1q sinpπx2q cospπx3q

cospπx1q cospπx2q sinpπx3q

˛

‹

‹

‹

‚

, pexpx1, x2q “ sinpx1x2x3q,

for the 2D and 3D cases, respectively.

The condition of zero-average pressure (which, owing to (2.7), entails to fix the trace of the

tensor quantity σ ` ub u) is imposed by means of a real Lagrange multiplier ξ. The modified

system (cf. (3.19)) is then of the form

ap~t,~sq ` bp~s, ~uq ` bpu; u, sq ` pb1pτ , ξq “ xτ ν,uDy @~s P H ,

bp~t, ~vq ´ cp~u, ~vq “ ´

ż

Ω
f ¨ v @~v P Q ,

pb2pσ,u, ζq “

ż

Ω
trpσex ` uex b uexqζ @ ζ P R,

(5.1)

where pb1pτ , ξq :“
ş

Ω trpτ qξ, and pb2 is associated with the term
ş

Ω trpσ ` u b uqζ. Note that

we do not have a zero-mean manufactured pressure, and in this case we require the additional

right-hand side term in the third equation of (5.1).

Errors between exact and approximate solutions relevant to the norms used in the analysis

of Chapter 4 are denoted as

eptq :“ }t´ th}0,Ω epσq :“ }σ ´ σh}0,div4{3;Ω , epuq :“ }u´ uh}0,4;Ω ,

epγq :“ }γ ´ γh}0,Ω , eppq :“ }p´ ph}0,Ω .

The error decay according to the mesh refinement is reported in Figure 5.1. We plot, in

log-log scale, errors for the individual variables in the norms above vs the number of degrees of
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Figure 5.1: Error history for the mixed methods defined using the spaces in (4.43)-(4.44) (left
panels) and in (4.45)-(4.46) (right panels), using manufactured solutions in 2D (top) and 3D
(bottom).

freedom associated with each triangulation. Apart from the rotation tensor, which has a slightly

better convergence than the optimal for the PEERS-based family and for the lowest-order case

only, the convergences observed for all fields, even for coarser meshes, and for the two methods

in 2D and 3D and using polynomial degrees ` “ 0 (dashed lines) and ` “ 1 (dot-dashed lines)
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Figure 5.2: Sample of approximate solutions (velocity with line integral convolution) for the
convergence test, obtained using the second-order AFW-based finite element family.

Figure 5.3: Sample of approximate solutions (velocity with streamlines) for the convergence
test, obtained using the first-order PEERS-based finite element family.

are all optimal, Ophl`1q, in accordance with Theorem 4.7. In addition, we show in Figures 5.2

and 5.3 approximate solutions after 4 steps of uniform mesh refinement. All field variables are

well resolved.

5.2 Channel flow

Next we test the performance of the mixed finite element methods in reproducing flow patterns

on a channel with three obstacles (using the domain and boundary configuration from the

micro-macro models for incompressible flow introduced in [70]), and including mixed boundary

conditions. An external forcing term is imposed f “ p0, 1qt. On the inlet (the bottom horizontal

section of the boundary defined by p0, 1q ˆ t´2u) we prescribe a parabolic inflow velocity
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uin “ p0, x1p1´x1qq
t. On the outlet (the vertical segment on the top left part of the boundary,

defined by t´2uˆ p0, 1q) we impose a zero normal Cauchy stress, which means that we need to

set

pσ ` ub uqν “ 0 on Γout,

and on the remainder of the boundary we set no-slip velocity u “ 0. The above Neumann

boundary condition can be easily incorporated in the analysis developed in Chapters 3 and

4 by imposing it via either a Nitsche method or a Lagrange multiplier. We proceed with

the former for the present numerical example. We use η “ 0.1 ` x2
1 ` x2

2, λ “ 0.02, and

µ “ expp´x1x2q. No closed-form solution is available for this problem. For this test we use

` “ 1 and the PEERS-based finite element family. The computed flow profiles are shown in

Figure 5.4.

5.3 Flow on an intracranial aneurysm

We finalize this chapter by computing numerical solutions on a section of the middle cerebral

artery with an aneurysm (abnormal bulge of a blood vessel). The surface mesh was obtained

from the Gmsh repository1, and it was then truncated and volume-meshed into 68’024 un-

structured tetrahedral elements. For this test we use the AFW-based finite element family of

second-order.

As a typical indicator of a risk factor for aneurysm rupture, we compute the wall shear

stress (see, e.g., [64]). Its magnitude on the boundary (representing the tangential drag exerted

by flowing blood on the aneurysmal sac and in general, on the vessel wall) is computed as the

vector field wh P Hu
h such that

ÿ

ePEh,w

ż

e

wh ¨ vh “
ÿ

ePEh,w

1
he

ż

e

pσh ` uh b uhqs ¨ vh @vh P Hu
h ,

where Eh,w stands for the set of faces e that are contained in the polyhedral approximation of

the vessel wall that is inherited from the triangulation Th, and τs :“ τν ´ pτν ¨ νqν denotes
1https://gitlab.onelab.info/gmsh/gmsh/-/blob/master/examples/api/aneurysm2.stl

https://gitlab.onelab.info/gmsh/gmsh/-/blob/master/examples/api/aneurysm2.stl
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Figure 5.4: Approximate strain rate magnitude, total stress magnitude, velocity magnitude and
line integral contour, and postprocessed pressure for the Navier–Stokes–Brinkman equations
on a complex channel with obstacles. Solutions computed with a PEERS-based method using
` “ 1.

the tangential part of τ . We do not require differentiation of the velocity as in the usual

postprocess-based computation of the wall shear stress.

The parameters for the incompressible fluid (in this case, blood) were defined by a constant

density of 1g/cm3 and a dynamic viscosity µ “ 3.5 ¨ 10´3 Kg ¨ m´1s´1 (and we take λ “ 1

and η “ 10). We impose a zero external force. At the vessel walls the no-slip condition

u “ 0 is imposed. On the inlet (a disk-shaped surface on the parent artery branch near to
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Figure 5.5: Approximate strain rate magnitude, wall shear stress magnitude, velocity stream-
lines, and postprocessed pressure for the Navier–Stokes–Brinkman equations on a cerebral
aneurysm. Solutions computed with an AFW-based method using ` “ 1.

the visualization center) we impose a constant velocity profile u “ ´umν (with um “ 1 cm/s),

while at the outlet (the caps at the two remaining distal ends), and differently than the previous

example, we set σν “ 0. This condition is simply included in the definitions of the spaces

to which σ and σh belong, so that the continuous and discrete analyses remain basically

unchanged. Under physiological circumstances the wall shear stress magnitude is of the order
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of 10 dyne/cm2. The initiation of atherosclerosis is associated with a decrease in wall shear

stress and a reduction in the function of several endothelial cell mechanisms. We plot in

Figure 5.5 the obtained numerical solutions. It is observed that the wall shear stress is very

low (magnitude less than 0.1 dyne/cm2) in the aneurysm and we also see a large recirculation

with a much lower velocity in that region. These findings are in qualitative agreement with,

e.g., [59, 68].



Part II

Mixed-primal methods for natural

convection driven phase change with

Navier–Stokes–Brinkman equations

53



CHAPTER 6

Introduction

Heat driven flow is a class of physical phenomena that has been extensively studied and it has

practical applications in many branches of science and engineering. Specific mechanisms such

as natural convection lay the foundation for other– more involved– processes including heat

and mass transfer, phase change such as melting and solidification [42,73], the design of energy

storage devices [44], the description of ocean and atmosphere dynamics [43], and crystallization

in magma chambers [71].

Throughout the literature, phase change is incorporated into the Boussinesq approximation

by means of enthalpy-porosity methods [67] or enthalpy-viscosity models [42]. Numerical meth-

ods proposed for the former include a class of stabilised discontinuous Galerkin [67] and finite

volume methods [73], whereas a primal finite element scheme [42] is employed for the latter.

Other techniques used for either case include primal formulations with Taylor–Hood discretiza-

tion, projection schemes, variational multiscale stabilization, and other variants [3,45,62,65,76].

Here we consider the general case where viscosity, enthalpy and porosity all depend on temper-

ature. In turn, in the recent work [9] the authors introduced a phase change model for natural
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convection in porous media, where the problem is modeled as a viscous Newtonian fluid and the

change of phase is encoded in the viscosity itself, and using a Brinkman–Boussinesq approxi-

mation where the solidification process influences the drag directly. A fully-primal formulation

for the non-stationary case was analyzed in [9, Section 4.2], while rigorous mathematical and

numerical analyses for mixed-primal and fully-mixed methods for the stationary case were pro-

vided in [8]. These numerical methods, as well as the related weak formulations, have been

analyzed in Hilbert spaces-based frameworks.

Using the more general approach of working with Banach spaces framework permits us

to avoid augmentation techniques, maintaining a structure much closer to the initial physical

model in mixed form. This type of formalisms has other benefits such as enforcing strongly (mo-

mentum and mass and energy) conservative schemes. The numerical analysis of Banach spaces

formulations for linear, nonlinear, and coupled problems in continuum mechanics has been car-

ried out in the very recent contributions [16, 25, 30, 33, 37, 39, 41, 48, 49] (see also the references

therein), which consider Poisson, Brinkman–Forchheimer, Darcy–Forchheimer, Navier–Stokes,

chemotaxis/Navier–Stokes, Boussinesq, coupled flow–transport, and fluidized beds, among oth-

ers models. The purpose of the present manuscript is to extend and adapt the analysis developed

in [48] for the Navier–Stokes–Brinkman equations, to accommodate the analysis of the coupling

with phase change models such as that of [8]. We recall that in [8] it is necessary to augment the

formulation for sake of the analysis (since one cannot complete the norms and conveniently con-

trol the terms that appear naturally in the formulation due to the use of a functional structure

based only on Hilbert spaces) and currently we are not aware of non-augmented formulations

specifically aimed for such a system. We also stress that the fixed-point strategy used herein

differs substantially from that used in [8].

We have laid out the remainder of this part in the following manner. Before the end of this

chapter we collect some preliminary notational formalisms and recall some auxiliary results to be

employed throughout this part. In Chapter 7 we introduce the model problem, define auxiliary

variables to be employed in the setting of the mixed-primal formulation, and eliminate the

pressure unknown. In Chapter 8 we derive the continuous formulation, and adopt a fixed-point

strategy to analyze the corresponding solvability. Recent results on perturbed saddle-point
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problems, as well as the Babuška–Brezzi theory, both in Banach spaces, are employed to study

the corresponding uncoupled problems, and then the classical Banach theorem is applied to

conclude the existence of a unique solution. The associated Galerkin scheme is introduced in

Chapter 9, where, under suitable assumptions on finite element subspaces, the discrete analogue

of the methodology from Chapter 8, along with the Brouwer theorem instead of the Banach one,

are utilized to prove existence of solution. In addition, ad-hoc Strang-type lemmas in Banach

spaces are applied to derive a priori error estimates, specific finite element subspaces satisfying

the aforementioned assumptions are introduced, and corresponding rates of convergence are

established. Finally, the performance of the method is illustrated in Chapter 10 with several

numerical examples.

Background and preliminary notation. Throughout this part, Ω is a given bounded

Lipschitz-continuous domain of Rn, n P t2, 3u, whose outward unit normal at its boundary Γ

is denoted ν. Standard notations will be adopted for Lebesgue spaces LrpΩq, with r P p1,8q,

and Sobolev spaces Ws,rpΩq, with s ě 0, endowed with the norms } ¨ }0,r;Ω and } ¨ }s,r;Ω,

respectively, whose vector and tensor versions are denoted in the same way. In particular, note

that W0,rpΩq “ LrpΩq, and that when r “ 2 we simply write HspΩq in place of Ws,2pΩq, with

the corresponding Lebesgue and Sobolev norms denoted by } ¨ }0;Ω and } ¨ }s;Ω, respectively. We

also set | ¨ |s;Ω for the seminorm of HspΩq. In turn, H1{2pΓq is the space of traces of functions of

H1pΩq, H´1{2pΓq is its dual, and x¨, ¨y denotes the duality pairing between them. On the other

hand, by S and S we mean the corresponding vector and tensor counterparts, respectively,

of a generic scalar functional space S. Furthermore, for any vector fields v “ pviqi“1,n and

w “ pwiqi“1,n, we set the gradient, symmetric part of the gradient (also named strain rate

tensor), divergence, and tensor product operators, as

∇v :“
ˆ

Bvi
Bxj

˙

i,j“1,n
, epvq :“ 1

2
`

∇v`p∇vqt
˘

, divpvq :“
n
ÿ

j“1

Bvj
Bxj

, vbw :“ pviwjqi,j“1,n ,

where the superscript p¨qt stands for the matrix transposition. In addition, for any tensor

fields τ “ pτijqi,j“1,n and ζ “ pζijqi,j“1,n, we let divpτ q be the divergence operator div acting

along the rows of τ , and define the trace, the tensor inner product, and the deviatoric tensor,
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respectively, as

trpτ q :“
n
ÿ

i“1
τii, τ : ζ :“

n
ÿ

i,j“1
τijζij, τ d :“ τ ´ 1

n
trpτ qI ,

where I is the identity matrix in R :“ Rnˆn. On the other hand, for each r P r1,`8s we

introduce the Banach space

Hpdivr; Ωq :“
!

τ P L2
pΩq : divpτ q P Lr

pΩq
)

,

which is endowed with the natural norm

}τ }divr;Ω :“ }τ }0;Ω ` }divpτ q}0,r;Ω @ τ P Hpdivr; Ωq ,

and recall that, proceeding as in [47, eq. (1.43), Sect. 1.3.4] one can prove that for each r ě 2n
n`2

there holds

xτ ν,vy “
ż

Ω

!

τ : ∇v ` v ¨ divpτ q
)

@ pτ ,vq P Hpdivr; Ωq ˆH1
pΩq ,

where x¨, ¨y stands as well for the duality pairing between H´1{2pΓq and H1{2pΓq. Finally, bear

in mind that when r “ 2, the Hilbert space Hpdiv2; Ωq and its norm } ¨ }div2;Ω are simply

denoted Hpdiv; Ωq and } ¨ }div;Ω, respectively.

Finally, the symbol r ¨, ¨ s will denote a duality pairing induced by an appropriately defined

operator.
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The model problem

Let us consider the following Navier–Stokes–Brinkman equations coupled with a generalized

energy equation, describing phase change mechanisms involving viscous fluids within porous

media:

ηpϕqu ´ λdiv
`

µpϕq epuq
˘

`
`

∇u
˘

u ` ∇p “ fpϕqk in Ω ,

divpuq “ 0 in Ω ,

´ρ div pκ∇ϕq ` u ¨∇ϕ ` u ¨∇spϕq “ 0 in Ω , (7.1)

u “ uD and ϕ “ ϕD on Γ ,
ż

Ω
p “ 0 ,

with λ :“ Re´1, ρ :“ pC Prq´1, where Re and Pr are the Reynolds and Prandtl numbers,

respectively, κ and C are the non-dimensional heat conductivity tensor (here assumed isotropic)

and specific heat, respectively, k stands for the unit vector pointing oppositely to gravity, and

u : Ω Ñ Rn, p : Ω Ñ R and ϕ : Ω Ñ R, correspond to the velocity, pressure, and the
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temperature of the fluid flow, respectively. Finally, µ, η, s and f are the nonlinear viscosity,

porosity, enthalpy and buoyancy terms, respectively, which depend on the temperature. Here

spϕq denotes an enthalpy function that accounts for the latent heat of fusion, i.e., the energy

needed to change the phase of a material (cf. [9]).

Typical constitutive forms for the permeability-viscosity-enthalpy functions include, for ex-

ample, the well-known Carman–Kozeny, exponential, and polynomial laws

ηpφq “ ε1
p1´ φq2
φ3 ` ε2

, µpϕq “ ε3 expp´ϕε4q, spϕq “

$

’

&

’

%

s1ϕ if ϕ ă ϕε,

s2 ` s3pϕ´ ϕεq if ϕ ě ϕε,

respectively, where φpϕq “ ε̂1 ` ε̂2p1 ` tanhrϕ ´ ϕεsq is a sharp liquid fraction field (porosity).

For the subsequent analysis, however, we assume a regular porosity-enthalpy hypothesis. In

particular, this implies that the functions µ, η, s are uniformly bounded and Lipschitz continu-

ous, which means that there exist positive constants µ0, µ1, η0, η1, s0, s1, Lµ, Lη and Ls, such

that
µ0 ď µpψq ď µ1, |µpψq ´ µpφq| ď Lµ |ψ ´ φ| @ψ, φ P R ,

η0 ď ηpψq ď η1, |ηpψq ´ ηpφq| ď Lη |ψ ´ φ| @ψ, φ P R ,

s0 ď spψq ď s1, |spψq ´ spφq| ď Ls |ψ ´ φ| @ψ, φ P R .

(7.2)

Similar assumptions are placed on the buoyancy f : there exist positive constants Cf and Lf

such that

|fpψq| ď Cf |ψ|, |fpψq ´ fpφq| ď Lf |ψ ´ φ| @ψ, φ P R . (7.3)

On the other hand, we will suppose that for every ψ P H1pΩq, we have spψq P H1pΩq, and that

there exist positive constants s3 and L
ps such that

|∇spψq| ď s3 |∇ψ|, |∇spψq ´∇spφq| ď L
ps |ψ ´ φ| @ψ, φ P R . (7.4)

Finally, we suppose that κ and κ´1 are uniformly bounded and uniformly positive definite

tensors, meaning that there exist positive constants κ0, κ1, rκ0 and rκ1 such that

|κ| ď κ1, κv ¨ v ě κ0 |v|2, |κ´1
| ď rκ1, κ´1v ¨ v ě rκ0 |v|2 @v P Rn . (7.5)
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In turn, note that the incompressibility constraint imposes on uD the compatibility condition

ż

Γ
uD ¨ ν “ 0 ,

and we also recall (see, e.g., [61]) that uniqueness of pressure is ensured in the space

L2
0pΩq “

!

q P L2
pΩq :

ż

Ω
q “ 0

)

.

We now proceed as in [8] (see also [5, 29, 38, 48]), and transform (7.1) into an equivalent

first-order system without pressure. We introduce the strain rate t, vorticity γ, and stress σ

as auxiliary tensor unknowns

t :“ epuq “ ∇u ´ γ , γ :“ 1
2
`

∇u´p∇uqt
˘

, σ :“ λµpϕq t ´ pubuq ´ p I , (7.6)

so that, thanks to the incompressibility of the fluid, the first equation of (7.1) is rewritten as

ηpϕqu ´ divpσq “ fpϕqk in Ω .

Moreover, the second equation of (7.1) (written in the form trptq “ 0) together with (7.6), are

equivalent to the pair of equations given by

σd
“ λµpϕq t ´ pub uqd and p “ ´

1
n

tr
`

σ ` pub uq
˘

in Ω . (7.7)

In summary, (7.1) can be equivalently reformulated as

t ` γ “ ∇u in Ω ,

λ µpϕq t ´ pub uqd “ σd in Ω ,

ηpϕqu ´ divpσq “ fpϕqk in Ω , (7.8)

´ρ divpκ∇ϕq ` u ¨∇ϕ ` u ¨∇spϕq “ 0 in Ω ,

u “ uD and ϕ “ ϕD on Γ ,
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ż

Ω
tr
`

σ ` pub uq
˘

“ 0 .



CHAPTER 8

Continuous weak formulation

In this chapter we use a Banach framework for the continuous weak formulation of (7.8) and

analyze its solvability by means of a fixed-point approach. More precisely, we follow [48] and

introduce a mixed method for the Navier–Stokes–Brinkman equations, whereas for the energy

equation we propose a primal method, which, differently from [8,9], is formulated in a nonlinear

version.

8.1 Mixed-primal approach

Note that the uncoupled Navier–Stokes–Brinkman problem – described by the first three equa-

tions of (7.8) and the respective boundary condition for the velocity – has been analyzed in

detail in [48] by using the abstract results for perturbed saddle-point problems derived in [40],

along with the Banach–Nečas–Babuška theorem. Following [48], we recall the definitions

L2
trpΩq :“

!

s P L2
pΩq : trpsq “ 0

)

and L2
skewpΩq :“

!

δ P L2
pΩq : δt

“ ´δ
)

,
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and the decomposition

Hpdiv4{3; Ωq :“ H0pdiv4{3; Ωq ‘ R I ,

where

H0pdiv4{3; Ωq :“
 

τ P Hpdiv4{3; Ωq :
ż

Ω
trpτ q “ 0

(

.

In particular, the unknown σ can be uniquely decomposed as σ “ σ0 ` c0 I, where σ0 P

H0pdiv4{3; Ωq, and, from the last equation of (7.8), we have

c0 :“ 1
n |Ω|

ż

Ω
trpσq “ ´

1
n |Ω|

ż

Ω
trpub uq .

Consequently, re-denoting from now on σ0 as simply σ P H0pdiv4{3; Ωq, introducing the spaces

H :“ L2
trpΩq ˆH0pdiv4{3; Ωq , Q :“ L4

pΩq ˆ L2
skewpΩq ,

setting the notations

~t :“ pt,σq , ~s :“ ps, τ q , ~r :“ pr, ζq P H , ~u :“ pu,γq , ~v :“ pv, δq , ~w :“ pw, ξq P Q ,

equipping H and Q with the norms

}~s}H :“ }s}0,Ω ` }τ }div4{3;Ω @~s :“ ps, τ q P H ,

}~v}Q :“ }v}0,4;Ω ` }δ}0,Ω @~v :“ pv, δq P Q ,

following [48], and assuming that the temperature dependency of µ, η, f does not affect the

aforementioned analysis, we arrive at the following formulation: Find p~t, ~uq P HˆQ such that

aϕpt, sq ` b1ps,σq

b2pt, τ q ` bp~s, ~uq

` bpu; u, sq “

“

0 ,

xτ ν,uDy ,

bp~t, ~vq ´ cϕp~u, ~vq “ ´

ż

Ω
fpϕqk ¨ v ,

(8.1)
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for all p~s, ~vq P H ˆ Q, where the bilinear forms aφ : L2
trpΩq ˆ L2

trpΩq Ñ R, bi : L2
trpΩq ˆ

H0pdiv4{3; Ωq Ñ R, i P
 

1, 2
(

, b : H ˆ Q Ñ R, and cφ : Q ˆ Q Ñ R, with φ P H1pΩq, are

defined, respectively, as

aφpr, sq :“ λ

ż

Ω
µpφq r : s @ r, s P L2

trpΩq ,

b1ps, τ q :“ ´

ż

Ω
s : τ , b2ps, τ q :“

ż

Ω
s : τ , @ ps, τ q P L2

trpΩq ˆH0pdiv4{3; Ωq ,

bp~s, ~vq :“
ż

Ω
δ : τ `

ż

Ω
v ¨ divpτ q @ p~s, ~vq P HˆQ ,

cφp~w, ~vq :“
ż

Ω
ηpφqw ¨ v @ ~w, ~v P Q ,

whereas for each w P L4pΩq, bpw; ¨, ¨q : L4pΩq ˆ L2
trpΩq Ñ R is the bilinear form given by

bpw; v, sq :“ ´

ż

Ω
pwb vq : s @ pv, sq P L4

pΩq ˆ L2
trpΩq .

Next, and letting, for each φ P H1pΩq, aφ : H ˆH Ñ R be the bilinear form that arises from

the block

¨

˝

aφ b1

b2

˛

‚by adding the first two equations of (8.1), that is

aφp~r,~sq :“ aφpr, sq ` b1ps, ζq ` b2pr, τ q @~r, ~s P H ,

we find that (8.1) can be rewritten as: Find p~t, ~uq P HˆQ such that

aϕp~t,~sq ` bp~s, ~uq ` bpu; u, sq “ xτ ν,uDy @~s P H ,

bp~t, ~vq ´ cϕp~u, ~vq “ ´

ż

Ω
fpϕqk ¨ v @~v P Q .

(8.2)

Moreover, letting now Aφ :
`

HˆQ
˘

ˆ
`

HˆQ
˘

Ñ R be the bilinear form that arises from the

block

¨

˝

aφ b

b ´cφ

˛

‚, for each φ P H1pΩq, by adding both equations of (8.2), that is

Aφ

`

p~r, ~wq, p~s, ~vq
˘

:“ aφp~r,~sq ` bp~s, ~wq ` bp~r, ~vq ´ cφp~w, ~vq @ p~r, ~wq, p~s, ~vq P HˆQ ,
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we deduce that (8.2) (and hence (8.1)) can be stated equivalently as: Find p~t, ~uq P HˆQ such

that

Aϕ

`

p~t, ~uq, p~s, ~vq
˘

` bpu; u, sq “ Fϕp~s, ~vq @ p~s, ~vq P HˆQ , (8.3)

where, for each φ P H1pΩq, the functional Fφ P
`

HˆQ
˘1 is defined by

Fφp~s, ~vq :“ xτ ν,uDy ´
ż

Ω
fpφqk ¨ v @ p~s, ~vq P HˆQ .

On the other hand, in order to derive a weak form for the energy equation, we recall that

the injection i4 : H1pΩq Ñ L4pΩq is continuous (cf. [61, Theorem 1.3.4]), which is valid in Rn,

n P t2, 3u:

}ψ}0,4;Ω ď }i4} }ψ}1;Ω @ψ P H1
pΩq . (8.4)

Proceeding as in [8, Section 3.1], we test the fourth equation of (7.8) against ψ P H1pΩq,

integrate by parts, introduce the normal heat flux χ :“ ´ρκ∇ϕ ¨ ν P H´1{2pΓq as a new

unknown, and impose the Dirichlet boundary condition for ϕ in a weak sense, so that we get

ρ

ż

Ω
κ∇ϕ ¨∇ψ `

ż

Ω
ψu ¨∇

`

ϕ` spϕq
˘

` xχ, ψyΓ “ 0 @ψ P H1pΩq ,

xξ, ϕyΓ “ xξ, ϕDyΓ @ ξ P H´1{2pΓq .
(8.5)

Here we readily note that, in order for the second term in the first equation of (8.5) to be

well-defined, and thanks to the continuous injection i4 (cf. (8.4)) and the assumption on s (cf.

Chapter 7), we require that pu, ϕq lies in L4pΩqˆH1pΩq. Then, given u P L4pΩq, we now consider

the following primal formulation for the energy equation: Find pϕ, χq P H1pΩq ˆH´1{2pΓq such

that
rAupϕq, ψs ` rBpψq, χs “ 0 @ψ P H1pΩq ,

rBpϕq, ξs “ Gpξq @ ξ P H´1{2pΓq ,
(8.6)

where given z P L4pΩq, the nonlinear operator Az : H1pΩq Ñ H1pΩq1 and the linear operator

B : H1pΩq Ñ H´1{2pΓq1 are defined by

rAzpφq, ψs :“ ρ

ż

Ω
κ∇φ ¨∇ψ `

ż

Ω
ψz ¨∇

`

φ` spφq
˘

@φ, ψ P H1
pΩq , (8.7)
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and

rBpφq, ξs :“ xξ, φyΓ @φ P H1
pΩq, @ ξ P H´1{2

pΓq ,

whereas G P H´1{2pΓq1 is the functional given by

Gpξq “ xξ, ϕDyΓ @ ξ P H´1{2
pΓq .

Summarizing, the non-augmented mixed-primal formulation for (7.8) reduces to (8.3) and

(8.6), that is: Find p~t, ~uq P HˆQ and pϕ, χq P H1pΩq ˆ H´1{2pΓq such that

Aϕ

`

p~t, ~uq, p~s, ~vq
˘

` bpu; u, sq “Fϕp~s, ~vq @ p~s, ~vq P HˆQ , (8.8a)

rAupϕq, ψs ` rBpψq, χs “ 0 @ψ P H1
pΩq , (8.8b)

rBpϕq, ξs “Gpξq @ ξ P H´1{2
pΓq . (8.8c)

8.2 Fixed-point strategy

Let S : L4pΩq ˆ H1pΩq Ñ L4pΩq be defined by

Spz, φq “ u @ pz, φq P L4
pΩq ˆ H1

pΩq ,

where p~t, ~uq “
`

pt,σq, pu,γq
˘

P HˆQ is the unique solution (to be confirmed below) of

Aφ

`

p~t, ~uq, p~s, ~vq
˘

` bpz; u, sq “ Fφp~s, ~vq @ p~s, ~vq P HˆQ . (8.9)

In turn, we let rS : L4pΩq Ñ H1pΩq be the operator given by

rSpzq :“ ϕ @ z P L4
pΩq ,
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where pϕ, χq P H1pΩq ˆ H´1{2pΓq is the unique solution (to be confirmed below) of

rAzpϕq, ψs ` rBpψq, χs “ 0 @ψ P H1pΩq ,

rBpϕq, ξs “ Gpξq @ ξ P H1{2pΓq .
(8.10)

Then, we define the operator T : L4pΩq Ñ L4pΩq by

Tpzq :“ S
`

z, rSpzq
˘

@ z P L4
pΩq . (8.11)

Solving (8.8) is equivalent to seeking a fixed point of T, that is, finding z P L4pΩq such that

Tpzq “ z . (8.12)

8.3 Well-posedness of the uncoupled problems

We now show that the uncoupled problems (8.3) and (8.6) are well-posed. We remark again

that the only difference between (8.3) and the formulation in [48] is that µ, η, f are temperature-

dependent, but in virtue of assumptions (7.2) and (7.3), we can simply state the following result

(with an almost verbatim proof).

Lemma 8.1. For any pz, φq P L4pΩq ˆ H1pΩq such that }z}0,4;Ω ď
αA
2 , problem (8.9) has a

unique solution p~t, ~uq :“
`

pt,σq, pu,γq
˘

P H ˆ Q, and hence Spz, φq :“ u P L4pΩq is well-

defined. Moreover, there exists CS ą 0, depending only on αA, Cf (cf. (7.3)), |Ω| and }k}8,

such that

}Spz, φq}0,4;Ω “ }u}0,4;Ω ď }p~t, ~uq}HˆQ ď CS

!

}uD}1{2;Γ ` }φ}1;Ω

)

. (8.13)

Proof. It follows directly from [48, Lemma 3.5], with the exception that now there holds

}Fφ} ď CF

!

}uD}1{2;Γ ` }φ}1;Ω

)

, (8.14)

where CF :“ max
 

1, Cf |Ω|1{4}k}8
(

.
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The previous lemma suggests to consider the ball (which will be employed below in Chapter

8.4)

WS :“
!

z P L4
pΩq : }z}0,4;Ω ď

αA

2

)

.

It remains to prove that rS is well-defined. To this end, and in order to proceed similarly to [17],

we state next an abstract result that will be utilized to establish the well-posedness of problem

(8.10), and which can be viewed as a nonlinear version of the Babuška–Brezzi theory. We notice

in advance that, while the above is valid within a Banach spaces framework, its application

below is just for a particular Hilbertian case.

Theorem 8.2. Let H and Q be separable and reflexive Banach spaces, with H uniformly convex,

and let a : H Ñ H1 be a nonlinear operator and b P LpH,Q1q. Let V be the null space of b, and

assume that

i) a is Lipschitz-continuous, that is there exists L ą 0 such that

}apuq ´ apvq}H1 ď L}u´ v}H @u, v P H .

ii) The family of operators ap¨ ` tq : V Ñ V1, with t P H, is uniformly strongly monotone,

that is there exists a positive constant α such that

rapu` tq ´ apv ` tq, u´ vs ě α}u´ v}2H @ t P H, @u, v P V . (8.15)

iii) There exists a positive constant β such that

sup
vPH
v ­“0

rbpvq, τ s

}v}H
ě β}τ}Q @ τ P Q .

Then, for each pF,Gq P H1 ˆQ1 there exists a unique pu, σq P HˆQ such that

rapuq, vs ` rbpvq, σs “ rF, vs @ v P H ,

rbpuq, τ s “ rG, τ s @ τ P Q .
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Furthermore, there hold

}u}H ď
1
α
}F }H1 `

1
β

ˆ

1` L

α

˙

}G}Q1 `
1
α
}ap0q}H1 , and

}σ}Q ď
1
β

ˆ

1` L

α

˙

}F }H1 `
L

β2

ˆ

1` L

α

˙

}G}Q1 `
1
β

ˆ

1` L

α

˙

}ap0q}H1 .
(8.16)

Proof. It follows from a slight adaptation of [66, Proposition 2.3] with p “ 2 (see also [31,

Theorem 3.1] with p1 “ p2 “ 2).

Next, in order to apply Theorem 8.2 to problem (8.10), we first observe, thanks to the

duality between H´1{2pΓq and H1{2pΓq, that the linear operator B and the functional G are

bounded, that is

|rBpφq, ξs| ď }φ}1;Ω}ξ}´1{2;Γ @φ P H1
pΩq, @ ξ P H´1{2

pΓq , and (8.17a)

}G} :“ sup
ξPH´1{2pΓq

ξ ­“0

|Gpξq|
}ξ}´1{2;Γ

ď }ϕD}1{2;Γ . (8.17b)

We continue our analysis by proving that for each z P L4pΩq, Az is Lipschitz continuous.

Lemma 8.3. There exists a positive constant LA, depending only on ρ, κ1, L
ps and }i4}, such

that

}Azpφ1q ´Azpφ2q}H1pΩq1 ď LA
`

1 ` }z}0,4;Ω
˘

}φ1 ´ φ2}1;Ω, (8.18)

for all z P L4pΩq, and for all φ1, φ2 P H1pΩq.

Proof. Given z P L4pΩq and φ1, φ2, ψ P H1pΩq, using (8.7), the upper bounds (7.4) and (7.5),

the Cauchy–Schwarz and triangle inequalities, and the continuous injection i4 (cf. (8.4)), we

deduce that

|rAzpφ1q ´Azpφ2q, ψs|

ď ρ

ˇ

ˇ

ˇ

ˇ

ż

Ω
κ∇pφ1 ´ φ2q ¨∇ψ

ˇ

ˇ

ˇ

ˇ

`

∣∣∣∣∣
ż

Ω
ψz ¨∇

`

pφ1 ´ φ2q ` pspφ1q ´ spφ2qq
˘

∣∣∣∣∣
ď ρκ1|φ1 ´ φ2|1;Ω|ψ|1;Ω `

`

|φ1 ´ φ2|1;Ω ` |spφ1q ´ spφ2q|1;Ω
˘

}z}0,4;Ω}ψ}0,4;Ω

ď
`

ρκ1 ` p1` Lpsq}i4}}z}0,4;Ω
˘

}φ1 ´ φ2}1;Ω}ψ}1;Ω ,
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which confirms the mentioned property on Az with LA :“ max
 

ρκ1, p1` Lpsq}i4}
(

.

Now, aiming to prove that Az satisfies (8.15), we require the Friedrichs–Poincaré inequality,

which establishes the existence of a positive constant cP , depending only on Ω, such that

|φ|21;Ω ě cP}φ}
2
1;Ω @φ P H1

0pΩq . (8.19)

In addition, we note that the kernel rV of the operator B is given by

rV :“
 

φ P H1
pΩq : xξ, φyΓ “ 0 @ ξ P H´1{2

pΓq
(

“ H1
0pΩq , (8.20)

and introduce the ball

W
rS :“

"

z P L4
pΩq : }z}0,4;Ω ď

ρκ0cP

2p1` L
psq}i4}

*

.

Then, the following result states that Az satisfies hypothesis ii) of Theorem 8.2.

Lemma 8.4. There exists a positive constant αA, depending only on ρ, κ0 and cP, such that for

each z P W
rS, the family of operators Azp ¨`φq with φ P H1pΩq, is uniformly strongly monotone

in rV:

rAzpθ1 ` φq ´Azpθ2 ` φq, θ1 ´ θ2s ě αA}θ1 ´ θ2}
2
1;Ω @φ P H1

pΩq , @ θ1, θ2 P rV . (8.21)

Proof. Given z P L4pΩq, φ P H1pΩq and θ1, θ2 P rV, using (8.7), (7.5), (7.4), Friedrichs–Poincaré

inequality (8.19), the continuous injection (8.4), and the Cauchy–Schwarz inequality, it follows

that

rAzpθ1 ` φq ´Azpθ2 ` φq, θ1 ´ θ2s

“ ρ

ż

Ω
κ∇pθ1 ´ θ2q ¨∇pθ1 ´ θ2q `

ż

Ω
pθ1 ´ θ2qz ¨∇

´

pθ1 ´ θ2q `
`

spθ1 ` φq ´ spθ2 ` φq
˘

¯

ě ρκ0|θ1 ´ θ2|
2
1;Ω ´ }θ1 ´ θ2}0,4;Ω}z}0,4;Ω

`

|θ1 ´ θ2|1;Ω ` |spθ1 ` φq ´ spθ2 ` φq|1;Ω
˘

ě
`

ρκ0cP ´ p1` Lpsq}i4}}z}0,4;Ω
˘

}θ1 ´ θ2}
2
1;Ω .



CHAPTER 8. CONTINUOUS WEAK FORMULATION 71

In this way, defining αA :“ ρκ0cP

2 , we obtain

rAzpθ1 ` φq ´Azpθ2 ` φq, θ1 ´ θ2s ě
`

2αA ´ p1` Lpsq}i4}}z}0,4;Ω
˘

}θ1 ´ θ2}
2
1;Ω ,

from which, using that z P W
rS, we readily conclude the proof.

We observe here that, instead of imposing }z}0,4;Ω ď αA{
`

p1 ` L
psq}i4}

˘

, we could have

assumed that }z}0,4;Ω ď 2δαA{
`

p1 ` L
psq}i4}

˘

, with δ P p0, 1q. Then choosing δ closer to 1, the

larger the resulting range of }z}0,4;Ω, but then the strong monotonicity constant approaches 0.

Conversely, the closer δ to 0, the smaller the range for }z}0,4;Ω, but then the strong monotonicity

constant approaches 2αA. Hence the choice δ “ 1
2 aims to balance both aspects.

We complete the verification of the hypotheses of Theorem 8.2 with the inf-sup condition

for B, which can be found in [47, section 2.4.4].

Lemma 8.5. The following inf-sup condition holds with inf-sup constant equal to 1

sup
ψPH1pΩq
ψ‰0

rBpψq, ξs
}ψ}1;Ω

ě }ξ}´1{2;Γ @ ξ P H´1{2
pΓq .

Now, we are in position to establish the unique solvability of the nonlinear problem (8.10).

Lemma 8.6. For each z P W
rS, the problem (8.10) has a unique solution pϕ, χq P H1pΩq ˆ

H´1{2pΓq, and hence rSpzq :“ ϕ P H1pΩq is well-defined. Moreover, there exist positive constants

C
rS and rC

rS, depending only on LA (cf. proof of Lemma (8.3)) and αA (cf. proof of Lemma

8.4), such that

}rSpzq}1;Ω :“ }ϕ}1;Ω ď C
rS }ϕD}1{2;Γ and }χ}´1{2;Γ ď rC

rS }ϕD}1{2;Γ . (8.22)

Proof. We first recall from (8.17a) and (8.17b) that B and G are linear and bounded. Thus,

using Lemmas 8.3, 8.4 and 8.5, and applying Theorem 8.2 to problem (8.9) implies the well-

definedness of the operator rS for each z P W
rS. Moreover, noting that Azp0q P H1pΩq1 is

the null functional, recalling from Lemma 8.5 that the inf-sup constant is 1, and denoting
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rLA :“ LAp1` αAq, the a priori estimate (8.16) yields

}rSpzq}1;Ω “ }ϕ}1;Ω ď
´

1`
rLA

αA

¯

}G} and }χ}´1{2;Γ ď rLA

´

1`
rLA

αA

¯

}G} ,

which, along with the upper bound of }G} (cf. (8.17b)), implies (8.22).

8.4 Solvability analysis

Consider now the ball

W :“ WS X W
rS “

!

z P L4
pΩq : }z}0,4;Ω ď %

)

(8.23)

of radius

% :“ min
"

αA

2 ,
αA

p1` L
psq}i4}

*

.

We proceed to prove that, under sufficiently small data, T maps W into itself.

Lemma 8.7. Assume that the data satisfy

CT

!

}uD}1{2,Γ ` }ϕD}1{2;Γ

)

ď % , (8.24)

where CT :“ CS max
 

1, C
rS
(

, and CS and C
rS are the constants specified in Lemmas 8.1 and

8.6. Then, there holds TpWq Ď W.

Proof. Given z P W, we have that z satisfies the well-defined conditions for S and rS, and hence

for T. Moreover, the corresponding estimate (8.13) yields

}Tpzq}0,4;Ω “ }S
`

z, rSpzq
˘

}0,4;Ω ď CS

!

}uD}1{2,Γ ` }rSpzq}1;Ω

)

.

Then, bounding }rSpzq}1;Ω in the foregoing inequality according to the estimate (8.22) and using

the assumption (8.24), we get }Tpzq}0,4;Ω ď %, which completes the proof.

We now prove that T is Lipschitz continuous (it suffices to show that S and rS satisfy



CHAPTER 8. CONTINUOUS WEAK FORMULATION 73

this property). For S we assume the further regularity uD P H1{2`εpΓq for some ε P r1{2, 1q

(when n “ 2) or ε P r3{4, 1q (when n “ 3), and that for each pz, φq P WS ˆ H1pΩq there holds

p~t, ~uq “
`

pt,σq, pu,γq
˘

P
``

L2
trpΩqXHεpΩq

˘

ˆ
`

H0pdiv4{3; ΩqXHεpΩq
˘˘

ˆ
``

L4pΩqXWε,4pΩq
˘

ˆ
`

L2
skewpΩq XHεpΩq

˘˘

with Spz, φq :“ u and

}t}ε;Ω ` }σ}ε;Ω ` }u}ε,4;Ω ` }γ}ε ď cS

!

}uD}1{2`ε;Γ ` }φ}1;Ω

)

, (8.25)

with a positive constant cS independent of the given pz, φq. The chosen range for ε will be

clarified in the proof of the following lemma.

Lemma 8.8. There exists a positive constant LS, depending on |Ω|, }k}8, Lµ, Lη, }i4}, αA

and ε, such that

}Spz1, φ1q ´ Spz2, φ2q}0,4;Ω

ď LS

!

}Spz2, φ2q}0,4;Ω}z1 ´ z2}0,4;Ω `
`

}t}ε;Ω ` }Spz2, φ2q}0,4;Ω ` Lf
˘

}φ1 ´ φ2}1;Ω

)

,

(8.26)

for all pz1, φ1q, pz2, φ2q P WS ˆ H1pΩq.

Proof. Given pzi, φiq P WSˆH1pΩq, for each i P
 

1, 2
(

, we let Spzi, φiq :“ ui, where p~ti, ~uiq :“
`

pti,σiq, pui,γiq
˘

P HˆQ is the unique solution of (8.9) with pz, φq :“ pzi, φiq, that is

Aφi

`

p~ti, ~uiq, p~s, ~vq
˘

` bpzi; ui, sq “ Fφip~s, ~vq @ p~s, ~vq P HˆQ . (8.27)

Now, applying the inf-sup condition for the bilinear form in the left hand side of the foregoing

equation (cf. [48, eq. (3.64)]) with pz, φq “ pz1, φ1q to p~r, ~wq :“ p~t1, ~u1q ´ p~t2, ~u2q, we obtain

}p~t1, ~u1q ´ p~t2, ~u2q}HˆQ ď
2
αA

sup
p~s,~vqPHˆQ
p~s,~vq­“0

Aφ1

`

p~t1, ~u1q ´ p~t2, ~u2q, p~s, ~vq
˘

` bpz1; u1 ´ u2, sq
}p~s, ~vq}HˆQ

,
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from which, adding and subtracting bpz2; u2, sq, and then employing (8.27), we obtain

}p~t1, ~u1q ´ p~t2, ~u2q}HˆQ

ď
2
αA

sup
p~s,~vqPHˆQ
p~s,~vq­“0

`

Aφ2 ´Aφ1

˘`

p~t2, ~u2q, p~s, ~vq
˘

` bpz2 ´ z1; u2, sq `
`

Fφ1 ´ Fφ2

˘

p~s, ~vq
}p~s, ~vq}HˆQ

.

(8.28)

We now estimate the right-hand side of (8.28) by separating its numerator into three suitable

terms. Indeed, we first observe that

`

Aφ2 ´Aφ1

˘`

p~t2, ~u2q, p~s, ~vq
˘

“
`

aφ2 ´ aφ1

˘

pt2, sq `
`

cφ1 ´ cφ2

˘

p~u2, ~vq

“ λ

ż

Ω

`

µpφ2q ´ µpφ1q
˘

t2 : s `
ż

Ω

`

ηpφ1q ´ ηpφ2q
˘

u2 ¨ v

ď λLµ }φ2 ´ φ1}2p;Ω}t2}2q;Ω}s}0;Ω ` Lη}φ1 ´ φ2}0;Ω}u2}0,4;Ω}v}0,4;Ω ,

(8.29)

where p, q P r1,8q are such that 1
p
` 1

q
“ 1. In this way, bearing in mind the further regularity

(8.25), we recall that the Sobolev embedding Theorem [1, Theorem 4.12] establishes the con-

tinuous injection iε : HεpΩq Ñ Lε˚pΩq, where ε˚ “

$

&

%

2
1´ε if n “ 2 ,

6
3´2ε if n “ 3

. Thus, choosing q

such that 2q “ ε˚, there holds t2 P L2qpΩq and

}t2}0,2q;Ω ď }iε} }t2}ε;Ω . (8.30)

In turn, with that choice of 2q, we obtain that 2p “ n{ε and hence, using now that for the

specified ranges of ε the injection riε of L4pΩq into Ln{εpΩq is continuous, and applying that

H1pΩq is continuously embedded into L4pΩq (cf. (8.4)), there holds

}ϕ2 ´ ϕ1}0,n{ε;Ω ď }riε} }ϕ2 ´ ϕ1}0,4;Ω ď }riε} }i4} }ϕ2 ´ ϕ1}1;Ω . (8.31)

Then, putting (8.30) and (8.31) back into (8.29), and denoting

LA :“ max
 

λLµ }riε} }i4} }iε}, Lη
(

,
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gives

`

Aφ2 ´Aφ1

˘`

p~t2, ~u2q, p~s, ~vq
˘

ď LA

!

}t2}ε;Ω ` }u2}0,4;Ω

)

}φ2 ´ φ1}1;Ω}p~s, ~vq}HˆQ . (8.32)

Next, it is easy to see that

bpz2 ´ z1; u2, sq ď }u2}0,4;Ω}z2 ´ z1}0,4;Ω}p~s, ~vq}HˆQ . (8.33)

Now, thanks to the properties of f (cf. (7.3)) together with the Cauchy–Schwarz inequality, we

have
`

Fφ1 ´ Fφ2

˘

p~s, ~vq ď LfLF}φ1 ´ φ2}1;Ω}p~s, ~vq}HˆQ , (8.34)

with LF :“ |Ω|1{4}k}8. Finally, replacing (8.32), (8.33) and (8.34) back into (8.28), and then

simplifying by }p~s, ~vq}HˆQ, we obtain (8.26) with

LS :“ 2
αA

max
 

LA, 1, LF
(

.

We now focus on proving the Lipschitz-continuity of rS.

Lemma 8.9. There exists a positive constant L
rS, depending only on s3, }i4} and αA (cf. proof

of Lemma 8.4), such that for all z1, z2 P W
rS, there holds

}rSpz1q ´ rSpz2q}1;Ω ď L
rS }

rSpz2q}1;Ω}z1 ´ z2}0,4;Ω . (8.35)

Proof. Given zi P W
rS, i P

 

1, 2
(

, we let rSpziq “ ϕi, where pϕi, χiq P H1pΩq ˆ H´1{2pΓq is the

unique solution of (8.10) with z :“ zi, that is

rAzipϕiq, ψs ` rBpψq, χis “ 0 @ψ P H1pΩq ,

rBpϕiq, ξs “ Gpξq @ ξ P H1{2pΓq .
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Then, subtracting the two problems, we obtain

rAz1pϕ1q ´ Az2pϕ2q, ψs ` rBpψq, χ1 ´ χ2s “ 0 @ψ P H1pΩq ,

rBpϕ1 ´ ϕ2q, ξs “ 0 @ ξ P H´1{2pΓq .
(8.36)

It follows from the second equation of (8.36) that ϕ1 ´ ϕ2 P rV (cf. (8.20)), and hence, using

that Az1 is uniformly strongly monotone on rV (cf. (8.21)), with ϕ2 P H1pΩq and 0, ϕ1´ϕ2 P rV,

we get

αA }ϕ1 ´ ϕ2}
2
1;Ω ď rAz1pϕ1q ´Az1pϕ2q, ϕ1 ´ ϕ2s . (8.37)

Now, using (8.7), adding and subtracting Az2pϕ2q in the first term on the right-hand side of

(8.37), using the first equation of (8.36) and Cauchy–Schwarz and Hölder inequalities, we have

αA }ϕ1 ´ ϕ2}
2
1;Ω ď rAz1pϕ1q ´Az2pϕ2q, ϕ1 ´ ϕ2s ´ rAz1pϕ2q ´Az2pϕ2q, ϕ1 ´ ϕ2s

ď

ˇ

ˇ

ˇ

ˇ

ż

Ω
pϕ1 ´ ϕ2qpz1 ´ z2q ¨∇

`

ϕ2 ` spϕ2q
˘

ˇ

ˇ

ˇ

ˇ

ď }ϕ1 ´ ϕ2}0,4;Ω|ϕ2 ` spϕ2q|1;Ω}z1 ´ z2}0,4;Ω .

Then, using the triangle inequality, the upper bound for the gradient of s (cf. (7.4)) and (8.4),

we get

}ϕ1 ´ ϕ2}1;Ω ď
p1` s3q}i4}

αA
}rSpz2q}1;Ω}z1 ´ z2}0,4;Ω ,

which yields (8.35) and ends the proof.

As a consequence of the previous lemmas, we establish now the Lipschitz-continuity of T.

Lemma 8.10. There exists a positive constant LT, depending only on C
rS, CT, cS, LS, and

L
rS, such that for all z1, z2 P W, there holds

}Tpz1q´Tpz2q}0,4;Ω ď LT

!

}uD}1{2;Γ ` }ϕD}1{2;Γ `CpuD, ϕDq }ϕD}1{2;Γ

)

}z1´ z2}0,4;Ω , (8.38)

where

CpuD, ϕDq :“ }uD}1{2;Γ ` }uD}1{2`ε;Γ ` }ϕD}1{2;Γ ` Lf . (8.39)
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Proof. Given z1, z2 P W, and according to (8.11) and (8.26), we first obtain

}Tpz1q ´Tpz2q}0,4;Ω “ }S
`

z1, rSpz1q
˘

´ S
`

z2, rSpz2q
˘

}0,4;Ω

ď LS

!

}Tpz2q}0,4;Ω}z1 ´ z2}0,4;Ω `
´

}t2}ε;Ω ` }Tpz2q}0,4;Ω ` Lf

¯

}rSpz1q ´ rSpz2q}1;Ω

)

,

(8.40)

where for each i P t1, 2u, p~ti, ~uiq :“
`

pti,σiq, pui,γiq
˘

P H ˆQ is the unique solution of (8.9)

with
`

zi, rSpziq
˘

instead of pz, φq. In turn, the a priori estimate for rS (cf. (8.22)) holds

}rSpz2q}1;Ω ď C
rS}ϕD}1{2;Γ , (8.41)

whereas the Lipschitz-continuity of rS (cf. (8.35)) with (8.41), gives

}rSpz1q ´ rSpz2q}1;Ω ď L
rSCrS}ϕD}1{2;Γ}z1 ´ z2}0,4;Ω , (8.42)

and the a priori estimates for T (cf. Lemma 8.7) yields

}Tpz2q}0,4;Ω ď CT

!

}uD}1{2;Γ ` }ϕD}1{2;Γ

)

, (8.43)

and finally, replacing (8.41) on the regularity assumption (8.25) for t2, we find that

}t2}ε;Ω ď cS

!

}uD}1{2`ε;Γ ` CrS}ϕD}1{2;Γ

)

. (8.44)

In this way, replacing (8.42), (8.43) and (8.44) in (8.40), and performing several algebraic

manipulations aiming to simplify the whole writing, we are lead to (8.38) with

LT :“ 2LS max
 

cS, cSCrS, CT, 1
(

max
 

1, L
rSCrS

(

.

The main result of this chapter is given as follows.
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Theorem 8.11. Assume the data satisfies (8.24), that is

CT

!

}uD}1{2,Γ ` }ϕD}1{2;Γ

)

ď % ,

and

LT

!

}uD}1{2;Γ ` }ϕD}1{2;Γ ` CpuD, ϕDq}ϕD}1{2;Γ

)

ă 1 . (8.45)

Then T has a unique fixed point u P W. Equivalently, the coupled problem (8.8) has a unique

solution p~t, ~uq :“
`

pt,σq, pu,γq
˘

P H ˆ Q and pϕ, χq P H1pΩq ˆ H´1{2pΓq, with u P W.

Moreover, there holds

}p~t, ~uq}HˆQ ď CT

!

}uD}1{2;Γ ` }ϕD}1{2;Γ

)

, (8.46a)

}ϕ}1;Ω ď C
rS }ϕD}1{2;Γ and }χ}´1{2;Γ ď rC

rS }ϕD}1{2;Γ . (8.46b)

Proof. It is clear, thanks to assumption (8.45) and Lemma 8.10, that T is a contraction, which

together with Lemma 8.7, proves that the fixed point operator T satisfies the hypotheses of

Banach’s fixed-point theorem, which implies the solvability of the problem (8.12), equivalently,

the solvability of (8.8). Consequently, the a priori estimates (8.46a) and (8.46b) follow from

(8.13) and (8.22), respectively.



CHAPTER 9

The Galerkin scheme

In this chapter, we introduce and analyze the Galerkin scheme associated with (8.8). The solv-

ability of this scheme is addressed following basically the same techniques employed throughout

Chapter 8. To this end, we let Ht
h, rHσ

h , Hu
h , Hγ

h , Hϕ
h and Hχ

h be arbitrary finite element sub-

spaces of L2
trpΩq, Hpdiv4{3; Ωq, L4pΩq, L2

skewpΩq, H1pΩq and H´1{2pΓq, respectively. Hereafter,

h :“ max
 

hK : K P Th
(

stands for the size of a regular triangulation Th of Ω̄. Specific finite

element subspaces satisfying suitable hypotheses to be introduced along the analysis will be

provided later on in Chapter 9.5. Then, letting

Hσ
h :“ rHσ

h X H0pdiv4{3; Ωq , (9.1)

defining the product spaces

Hh :“ Ht
h ˆ Hσ

h , and Qh :“ Hu
h ˆ Hγ

h , (9.2)

79



CHAPTER 9. THE GALERKIN SCHEME 80

and setting the notations

~th :“ pth,σhq , ~sh :“ psh, τhq , ~rh :“ prh, ζhq P Hh ,

~uh :“ puh,γhq , ~vh :“ pvh, δhq , ~wh :“ pwh, ξhq P Qh ,

the Galerkin scheme associated with (8.8) reads as follows: Find p~th, ~uhq P Hh ˆ Qh and

pϕh, χhq P Hϕ
h ˆ Hχ

h such that

Aϕh

`

p~th, ~uhq, p~sh, ~vhq
˘

` bpuh; uh, shq “Fϕhp~sh, ~vhq @ p~sh, ~vhq P Hh ˆQh , (9.3a)

rAuhpϕhq, ψhs ` rBpψhq, χhs “ 0 @ψh P Hϕ
h , (9.3b)

rBpϕhq, ξhs “Gpξhq @ ξh P Hχ
h . (9.3c)

9.1 The discrete fixed point strategy

We adopt the discrete analogue of Chapter 8.2 to analyze (9.3). Let Sh : Hu
h ˆ Hϕ

h Ñ Hu
h be

the operator given by

Shpzh, φhq “ uh @ pzh, φhq P Hu
h ˆ Hϕ

h ,

where p~th, ~uhq :“
`

pth,σhq, puh,γhq
˘

P HhˆQh is the unique solution (to be confirmed below)

of the linear problem given by

Aφh

`

p~th, ~uhq, p~sh, ~vhq
˘

` bpzh; uh, shq “ Fφhp~sh, ~vhq @ p~sh, ~vhq P Hh ˆQh . (9.4)

In turn, we let rSh : Hu
h Ñ Hϕ

h be the operator defined by

rShpzhq :“ ϕh @ zh P Hu
h ,
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where pϕh, χhq P Hϕ
h ˆ Hχ

h is the unique solution (to be confirmed below) of

rAzhpϕhq, ψhs ` rBpψhq, χhs “ 0 @ψh P Hϕ
h ,

rBpϕhq, ξhs “ Gpξhq @ ξh P Hχ
h .

(9.5)

Then, we define the operator Th : Hu
h Ñ Hu

h by

Thpzhq :“ Sh
`

zh, rShpzhq
˘

@zh P Hu
h , (9.6)

and realize that solving (9.3) is equivalent to seeking a fixed point of Th: Find zh P Hu
h such

that

Thpzhq “ zh . (9.7)

9.2 Well-definedness of the discrete problems

In this chapter we apply the discrete versions of the solvability result for perturbed saddle-point

problems and the nonlinear version of the Babuška–Brezzi theory employed in Chapter 8.3, to

prove that the operators Sh, rSh, and hence Th, are well-defined. As observed in the previous

chapter, these goals reduce, equivalently, to establishing that the uncoupled problems (9.4) and

(9.5) are well-posed. To this end, we begin by remarking, as in the continuous counterpart,

that the solvability of the discrete problem (9.4) is addressed in [48, Section 4.2], and for this

reason we just state the following result.

Lemma 9.1. For each pzh, φhq P Hu
hˆHϕ

h such that }zh}0,4;Ω ď
αA,d

2 (cf. [48, eq. 4.23]), problem

(9.4) has a unique solution p~th, ~uhq :“
`

pth,σhq, puh,γhq
˘

P HhˆQh, and hence Shpzh, φhq :“

uh P Hu
h is well-defined. Moreover, there exists a positive constant CS,d, depending only on

αA,d, Cf , |Ω| and }k}8, and hence independent of h, such that

}Shpzh, φhq}0,4;Ω “ }uh}0,4;Ω ď }p~th, ~uhq}HhˆQh
ď CS,d

!

}uD}1{2;Γ ` }φh}1;Ω

)

. (9.8)

Proof. It follows directly from [48, Lemma 4.2] and (8.14).
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The following assumptions, specified in [48, Section 4.2], are necessary to apply Lemma 9.1.

(H.0) rHσ
h contains the multiplies of the identity tensor I.

(H.1) divprHσ
h q Ď Hu

h .

(H.2)
`

V0,h
˘d
Ď Ht

h, where Vh :“ Ht
h ˆ V0,h is the kernel of b|HhˆQh

, with

V0,h :“
!

τh P Hσ
h :

ż

Ω
τh : δh “ 0 @ δh P Hγ

h and
ż

Ω
vh ¨ divpτhq “ 0 @vh P Hu

h

)

.

(H.3) There exists a positive constant βb,d, independent of h, such that

sup
~sPHh
~s­“0

bp~s, ~vq
}~s}H

ě βb,d }~v}Q @~v P Qh .

In addition, the previous lemma suggests to consider the ball

WS,h :“
!

zh P Hu
h : }zh}0,4;Ω ď

αA,d

2

)

,

which will be employed below in Chapter 9.3.

Next, aiming to prove the solvability of (9.5), we require a consequence of the generalized

Poincaré inequality, which establishes the existence of a positive constant pcP such that

|φ|21;Ω ě pcP }φ}
2
1;Ω @φ P pV , (9.9)

where pV :“
 

φ P H1pΩq :
ş

Γ φ “ 0
(

. Then, in order to apply Theorem 8.2, we introduce

appropriate hypotheses on the discrete spaces Hϕ
h and Hχ

h:

(H.4) P0pΓq Ď Hχ
h.

(H.5) There exists a positive constant βB,d, independent of h, such that

sup
ψhPH

ϕ
h

ψh ­“0

rBpψhq, ξhs
}ψh}1;Ω

ě βB,d }ξh}´1{2;Γ @ ξh P Hχ
h . (9.10)
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Taking the above assumptions into account, and defining

W
rS,h :“

!

zh P Hu
h : }zh}0,4;Ω ď

ρ κ0 pcP

2p1` L
psq}i4}

)

,

we can prove that the operator rSh is well-posed, which is abridged in the following lemma.

Lemma 9.2. For each zh P W
rS,h, problem (9.5) has a unique solution pϕh, χhq P Hϕ

h ˆ Hχ
h,

and hence rShpzhq :“ ϕh P Hϕ
h is well-defined. Moreover, there exist positive constants C

rS,d and
rC
rS,d, depending on ρ, κ0, pcP (cf. (9.9)) and κ1, βB,d (cf. (9.10)), such that

}rShpzhq}1;Ω :“ }ϕh}1;Ω ď C
rS,d }ϕD}1{2;Γ and }χh}´1{2;Γ ď rC

rS,d }ϕD}1{2;Γ . (9.11)

Proof. We begin by introducing the discrete kernel of B, namely

rVh :“
!

ψh P Hϕ
h : xξh, ψhyΓ “ 0 @ ξh P Hχ

h

)

,

which, as a consequence of (H.4), is clearly contained in pV, and thus, (9.9) is certainly valid

in rVh. On the other hand, given zh P Hu
h , φh P Hϕ

h and θ1,h, θ2,h P rVh, and proceeding as in

Lemma 8.4, using in this case (9.9) instead of (8.19), we obtain

rAzhpθ1,h ` φhq ´Azhpθ2,h ` φhq, θ1,h ´ θ2,hs

ě
`

ρκ0pcP ´ p1` L
psq}i4} }zh}0,4;Ω

˘

}θ1,h ´ θ2,h}
2
1;Ω ,

from which, defining αA,d :“ ρ κ0 pcP{2 and using that zh P W
rS,h, we readily conclude that

the family of operators Azhp¨ ` φhq, with φh P Hϕ
h , is uniformly strongly monotone in rVh with

constant αA,d. In addition, (8.18) and the specified bound on }zh}0,4;Ω imply the Lipschitz-

continuity of Azh with constant LA,d “ ρκ1`αA,d. Moreover, thanks to assumption (H.5) (cf

(9.10)), a straightforward application of Theorem 8.2 and the upper bound for G (cf. (8.17b)),

we obtain (9.11) with

C
rS,d :“ 1

βB,d

ˆ

1` LA,d

αA,d

˙

and rC
rS,d :“ LA,d

β2
B,d

ˆ

1` LA,d

αA,d

˙

.
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9.3 Solvability analysis of the discrete fixed point

Having proved that Th is well-defined, we now apply the following version of Brouwer’s theorem

(cf. [35, Theorem 9.9-2]) needed to show the solvability of (9.7).

Theorem 9.3. Let W be a compact and convex subset of a finite dimensional Banach space X

and T : W Ñ W be a continuous mapping. Then T has at least one fixed-point.

Similarly to Chapter 8.4, we introduce the ball

Wh :“ WS,h XW
rS,h :“

!

zh P Hu
h : }zh}0,4;Ω ď %d

)

(9.12)

with radius

%d :“ min
"

αA,d

2 ,
αA,d

p1` L
psq}i4}

*

,

which is a compact and convex subset of the finite dimensional space Hu
h . Then, the discrete

analogue of Lemma 8.7 is stated as follows.

Lemma 9.4. Assume that

CT,d

!

}uD}1{2,Γ ` }ϕD}1{2;Γ

)

ď %d , (9.13)

where CT,d :“ CS,d maxt1, C
rS,du, and CS,d and C

rS,d are the constants specified in Lemmas 9.1

and 9.2, respectively. Then, there holds ThpWhq Ď Wh.

Proof. Similarly to the proof of Lemma 8.7, it is a direct consequence of the assumption (9.13)

and Lemmas 9.1 and 9.2, particularly of the respective a priori bounds (9.8) and (9.11).

We now aim to prove that Th is continuous, for which we previously address the same

property for Sh and rSh. Indeed, in what follows we state the discrete analogues of Lemmas 8.8

and 8.9.
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Lemma 9.5. There exists a positive constant LS,d, independent of h, depending only on αA,d,

Lµ, Lη, }i4}, |Ω| and }k}8, such that for all pz1,h, φ1,hq, pz2,h, φ2.hq P WS,h ˆ Hϕ
h , there holds

}Shpz1,h, φ1,hq ´ Shpz2,h, φ2,hq}HˆQ ď LS,d

!

}Shpz2,h, φ2,hq}0,4;Ω}z1,h ´ z2,h}0,4;Ω

`
`

}t2}0,4;Ω ` }rShpz2,h, φ2,hq}0,4;Ω ` Lf
˘

}φ1,h ´ φ2,h}1;Ω

)

.
(9.14)

Proof. Given pz1,h, φ1,hq, pz2,h, φ2.hq P WS,hˆHϕ
h , we let Shpzi,h, φi,hq :“ ui,h, for each i P t1, 2u,

where p~ti,h, ~ui,hq “
`

pti,h,σi,hq, pui,h,γi,hq
˘

is the unique solution of (9.4) with pzi,h, φi,hq instead

of pzh, φhq. Then the proof of (9.14), starting now from the discrete global inf-sup condition [48,

eq. (4.24)], is very similar to the one for Lemma 8.8. However, since a regularity assumption

such as (8.25) is not available in the present discrete settings, we estimate aφ2,h ´aφ1,h by using

an L4pΩq ´ L4pΩq ´ L2pΩq argument along with (8.4). In this way, we obtain

paφ2,h ´ aφ1,hqpt2,h, shq ď λLµ }i4} }φ2,h ´ φ1,h}1;Ω}t2,h}0,4;Ω}sh}0;Ω .

The rest of the estimates are similar to those in the proof of Lemma 8.8, and are therefore

omitted.

Lemma 9.6. There exists a positive constant L
rS,d, independent of h, depending only on s3,

}i4} and αA,d (cf. proof of Lemma 9.2), such that for all z1,h, z2,h P W
rS,h, there holds

}rShpz1,hq ´ rShpz2,hq}1;Ω ď L
rS,d}

rShpz2,hq}1;Ω}z1,h ´ z2,h}0,4;Ω . (9.15)

Proof. It follows very closely the arguments from the proof of Lemma 8.9.

As a consequence of the previous two lemmas, we have the continuity of the operator Th.

Lemma 9.7. There exists a positive constant LT,d, independent of h, depending only on C
rS,d,

CT,d, LS,d and L
rS,d, such that for all z1,h, z2,h P Wh, there holds

}Thpz1,hq ´Thpz2,hq}0,4;Ω

ď LT,d

!

}uD}1{2;Γ ` }ϕD}1{2;Γ ` CdpuD, ϕD, th,2q}ϕD}1{2;Γ

)

}z1,h ´ z2,h}0,4;Ω ,
(9.16)
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where

CdpuD, ϕD, th,2q :“ }uD}1{2;Γ ` }ϕD}1{2;Γ ` }t2,h}0,4;Ω ` Lf .

Proof. Given z1,h, z2,h P Wh, and proceeding as in the proof of Lemma 8.10, but now using the

definition of Th (cf. (9.6)) and the continuity of Sh (cf (9.5)), we readily find that

}Thpz1,hq ´Thpz2,hq}0,4;Ω ď LS,d

!

}Thpz2,hq}0,4;Ω}z1,h ´ z2,h}0,4;Ω

`
`

}t2,h}0,4;Ω ` }Thpz2,hq}0,4;Ω ` Lf
˘

}Shpz1,hq ´ Shpz2,hq}1;Ω

)

.
(9.17)

Then, thanks to the a priori estimate (9.8), the Lipschitz-continuity of rSh (cf (9.15)) yields

}rShpz1,hq ´ rShpz2,hq}1;Ω ď L
rS,dCrS,d}ϕD}1{2;Γ}z1,h ´ z2,h}0,4;Ω . (9.18)

In addition, using the a priori estimates for Sh and rSh (cf. (9.8) and (9.11)), we have

}Thpz2,hq}0,4;Ω ď CT,d

!

}uD}1{2;Γ ` }ϕD}1{2;Γ

)

. (9.19)

Finally, replacing (9.18) and (9.19) in (9.17), and performing some minor algebraic manipula-

tions, we obtain (9.16) with the constant

LT,d :“ LS,d max
 

CT,d, 1
(

max
 

1, L
rS,dCrS,d

(

.

We remark that, while the inequality (9.16) establishes the continuity of Th, the lack of

control of the term }t2,h}0,4;Ω prevents us from deducing Lipschitz-continuity and hence con-

tractivity of Th. Consequently, we are only able to establish existence of a fixed point.

Theorem 9.8. Assume that the data satisfy (9.13). Then, the Galerkin scheme (9.3) has

at least a solution p~th, ~uhq :“
`

pth,σhq, puh,γhq
˘

P Hh ˆ Qh and pϕh, χhq P Hϕ
h ˆ Hχ

h, with
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uh P Wh. Moreover,

}p~th, ~uhq}HˆQ ď CT,d

!

}uD}1{2;Γ ` }ϕD}1{2;Γ

)

,

}ϕh}0;Ω ď C
rS,d }ϕD}1{2;Γ and }χh}´1{2;Γ ď rC

rS,d }ϕD}1{2;Γ .

Proof. Since Wh is compact and convex, and Th maps Wh into itself (cf. Lemma 9.4), then

Brouwer’s theorem yields the existence of solution for (9.3). In turn, since uh “ Thpuhq “

Sh
`

uh, rShpuhq
˘

and ϕh “ rShpuhq, then (9.8) and (9.11) imply the continuous dependence on

data of the solutions.

9.4 A priori error analysis

In this chapter we derive a priori error estimates for the Galerkin scheme (9.3) with arbitrary

finite element spaces satisfying the hypotheses (H.0)–(H.5) from Chapter 9.2. We focus on

the global error

}~t´~th}H ` }~u´ ~uh}Q ` }ϕ´ ϕh}1;Ω ` }χ´ χh}´1{2;Γ ,

where p~t, ~uq :“
`

pt,σq, pu,γq
˘

P H ˆ Q and pϕ, χq P H1pΩq ˆ H´1{2pΓq, with u P W (cf.

(8.23)), is the unique solution of (8.8), and p~th, ~uhq :“
`

pth,σhq, puh,γhq
˘

P Hh ˆ Qh and

pϕh, χhq P Hϕ
h ˆ Hχ

h, with uh P Wh (cf. (9.12)), is a solution of the discrete coupled problem

(9.3). To this end, we establish next two ad-hoc Strang-type estimates. Hereafter, given a

subspace Xh of a generic Banach space pX, } ¨ }Xq, we set as usual distpx,Xhq :“ inf
xhPXh

}x´xh}X

for all x P X.

Lemma 9.9. Let H be a reflexive Banach space, and let a : H ˆ H be a bounded bilinear

form inducing the operator A P LpH,H1q, such that a satisfies the hypothesis of the Banach–

Nečas–Babuška theorem (cf. [46, Theorem 2.6]). Furthermore, let tHhuhą0 be a sequence of

finite dimensional subspaces of H, and for each h ą 0, consider a bounded bilinear form ah :

HhˆHh Ñ R inducing Ah P LpHh,H1hq, such that ah|HhˆHh satisfies the hypotheses of Banach–
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Nečas–Babuška theorem as well, with constant rα independent of h. In turn, given F P H1, and

a sequence of functionals tFhuhą0, with Fh P H1h for each h ą 0, we let u P H and uh P Hh be

the unique solutions to problems

apu, vq “ F pvq @v P H, (9.20)

and

ahpuh, vhq “ Fhpvhq @vh P Hh, (9.21)

respectively. Then, there holds

}u´ uh}H ď CS,1 dist pu,Hhq ` CS,2

!

}F ´ Fh}H1
h
` }apu, ¨q ´ ahpu, ¨q}H1

h

)

, (9.22)

where CS,1 and CS,2 are the positive constants given by

CS,1 :“
ˆ

1` 2}A}
rα

`
}Ah}

rα

˙

and CS,2 :“ 1
rα
. (9.23)

Proof. See [32, Lemma 5.1].

Lemma 9.10. Let H and Q be separable and reflexive Banach spaces, with H uniformly convex,

and let a : H Ñ H1 be a nonlinear operator and b P LpH,Q1q satisfying the hypotheses of

Theorem 8.2 with constants L, α and β. Furthermore, let tHhuhą0 and tQhuhą0 be sequences of

finite dimensional subspaces of H and Q, respectively, and for each h ą 0 consider a nonlinear

operator ah : H Ñ H1, such that a|Hh : Hh Ñ H1h and b|Hh : Hh Ñ Q1
h satisfy the hypothesis

of Theorem 8.2 with constants Ld, αd, and βd, all independent of h. In turn, given F P H1,

G P Q1, and sequences of functionals tFhuhą0 and tGhuhą0, with Fh P H1h and Gh P Q1
h for each

h ą 0, we let pσ, uq P HˆQ and pσh, uhq P Hh ˆQh be the unique solutions to problems

rapσq, τ s ` rbpτq, us “ rF, τ s @τ P H,

rbpσq, vs “ rG, vs @v P Q,
(9.24)
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and
rahpσhq, τhs ` rbhpτhq, uhs “ rFh, τhs @τh P Hh,

rbhpσhq, vhs “ rGh, vhs @vh P Qh,
(9.25)

respectively. Then, there exists a positive constants CS,i, depending only on L, αd, βd, and }b},

such that
}σ ´ σh}H ` }u´ uh}Q ď CS,1 dist pσ,Hhq ` CS,2 dist pu,Qhq

`CS,3

!

}F ´ Fh}H1
h
` }G´Gh}Q1

h
` }apσq ´ ahpσq}H1

h

)

.
(9.26)

Proof. See [17, Lemma 5.1].

In order to apply Lemmas 9.9 and 9.10, we now observe that (8.8) and (9.3) can be rewrit-

ten as two pairs of continuous and discrete formulations as (9.20)-(9.21) and (9.24)-(9.25),

respectively, namely

Aϕ

`

p~t, ~uq, p~s, ~vq
˘

` bpu; u, sq “ Fϕp~s, ~vq @ p~s, ~vq P HˆQ ,

Aϕh

`

p~th, ~uhq, p~sh, ~vhq
˘

` bpuh; uh, shq “ Fϕhp~sh, ~vhq @ p~sh, ~vhq P Hh ˆQh ,
(9.27)

and
rAupϕq, ψs ` rBpψq, χs “ 0 @ψ P H1pΩq ,

rBpϕq, ξs “ rG, ξs @ ξ P H´1{2pΓq ,

rAuhpϕhq, ψhs ` rBpψhq, χhs “ 0 @ψh P Hϕ
h ,

rBpϕhq, ξhs “ rG, ξhs @ ξh P Hχ
h .

(9.28)

The following lemma provides a preliminary estimate for the error }~t´~th}H ` }~u´ ~uh}Q.

Lemma 9.11. There exists a positive constant CST , independent of h, such that

}~t´~th}H ` }~u´ ~uh}Q ď CST

!

dist
`

~t,Hh

˘

` dist
`

~u,Qh

˘

` CpuD, ϕDq }ϕ´ ϕh}1;Ω `
`

}uD}1{2;Γ ` }ϕD}1{2;Γ
˘

}u´ uh}0,4;Ω

)

,
(9.29)

where CpuD, ϕDq is given by (8.39).

Proof. We recall from Chapters 8.4 and 9.2 that Aϕ`bpu; ¨, ¨q and Aϕh`bpuh; ¨, ¨q, with u P W

and uh P Wh, satisfy the hypotheses of Banach–Nečas–Babuška theorem on HˆQ and HhˆQh,
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respectively, the latter with constant αA,d{2 (cf. [48, eq. (4.23)]). Then, applying Lemma 9.9

to (9.27), and according to (9.23), the estimates [48, eqs. (3.41a) and (3.43)], and the bounds

(8.23) and (9.12), we conclude the existence of CS,1 ą 0, independent of h, depending only on

λ, µ1, η1, |Ω|, αA,d, % and %d, such that

}~t´~th}H ` }~u´ ~uh}Q ď CS,1dist
`

p~t, ~uq,Hh ˆQh

˘

`
2

αA,d

!

}Fϕ ´ Fϕh}pHhˆQhq
1

`}Aϕ

`

p~t, ~uq, ¨
˘

´Aϕh

`

p~t, ~uq, ¨
˘

}pHhˆQhq
1 ` }bpu; u, ¨q ´ bpuh; u, ¨q}Ht

h
1

)

.
(9.30)

Then, proceeding exactly as in Lemma 8.8, particularly from equations (8.32), (8.33) and (8.34),

yields

}Fϕ ´ Fϕh}pHhˆQhq
1 ď LfLF}ϕ´ ϕh}1;Ω , (9.31a)

}Aϕ

`

p~t, ~uq, ¨
˘

´Aϕh

`

p~t, ~uq, ¨
˘

}pHhˆQhq
1 ď LA

!

}t}ε;Ω ` }u}0,4;Ω

)

}ϕ´ ϕh}1;Ω and (9.31b)

}bpu; u, ¨q ´ bpuh; u, ¨q}Ht
h
1 ď }u}0,4;Ω}u´ uh}0,4;Ω . (9.31c)

In this way, replacing (9.31) back into (9.30), using (8.25) and the bounds for }u}0,4;Ω and

}ϕ}1;Ω from Theorem 8.11, and performing algebraic manipulations, we obtain (9.29).

Next, we have the following result concerning }ϕ´ ϕh}1;Ω ` }χ´ χh}´1{2;Ω.

Lemma 9.12. There exists a positive constant rCST , independent of h, depending only on s3,

}i4}, L, αA,d, βB,d and C
rS, such that

}ϕ´ϕh}1;Ω ` }χ´χh}´1{2;Γ ď rCST

!

dist
`

ϕ,Hϕ
h

˘

`dist
`

χ,Hχ
h

˘

`}ϕD}1{2;Γ}u´uh}0,4;Ω

)

. (9.32)

Proof. With u P W and uh P Wh given, the continuous and discrete systems associated with

(9.28) satisfy the hypothesis of Theorem 8.2, with constants LA, αA, βB “ 1, LA,d, αA,d and

βB,d (cf. Lemmas 8.3, 8.4, 8.5 and 9.2). Therefore, applying Lemma 9.10 to (9.28), we deduce

the existence of a constant pCST ą 0, depending on LA, αA,d and βB,d, and hence independent

of h, such that

}ϕ´ϕh}1;Ω ` }χ´χh}´1{2;Γ ď pCST

!

dist
`

ϕ,Hϕ
h

˘

` dist
`

χ,Hχ
h

˘

` }Aupϕq´Auhpϕq}Hϕ
h
1

)

. (9.33)



CHAPTER 9. THE GALERKIN SCHEME 91

Then, employing (7.4), (8.4) and Hölder inequality, we find that for each ψh P Hϕ
h there holds

|rAupϕq ´Auhpϕq, ψhs| ď p1` s3q}i4}}ϕ}1;Ω}u´ uh}0,4;Ω}ψh}1;Ω ,

which yields

}Aupϕq ´Auhpϕq}Hϕ
h
1 ď p1` s3q}i4}}ϕ}1;Ω}u´ uh}0,4;Ω . (9.34)

Then from (9.34), (9.33) and (8.22), we obtain (9.32) with rCST :“ pCST max
 

1, p1`s3q}i4}CrS
(

.

The required Céa estimate will follow from Lemmas 9.11 and 9.12. Incorporating (9.32)

into (9.29), and performing some algebraic manipulations, we find that there exist rC1, C1 ą 0,

independent of h, such that

}~t´~th}H ` }~u´ ~uh}Q ď rC1

!

dist
`

p~t, ~uq,Hh ˆQh

˘

` distpϕ,Hϕ
hq ` distpχ,Hχ

hq

)

`C1

!

CpuD, ϕDq}ϕD}1{2;Γ ` }uD}1{2;Γ ` }ϕD}1{2;Γ

)

}u´ uh}0,4;Ω .
(9.35)

Thus, imposing the constant multiplying }u ´ uh}0,4;Ω in (9.35) to be sufficient small, say less

than or equal to 1{2, provides the a priori error estimate for }~t ´ ~th}H ` }~u ´ ~uh}Q, which,

employed then to bound the third term on the right-hand side of (9.32), yields an upper bound

for }ϕ´ ϕh}1;Ω ` }χ´ χh}´1{2;Γ. More precisely, we have proved the following result.

Theorem 9.13. Assume that the data uD and ϕD satisfy

C1

!

CpuD, ϕDq}ϕD}1{2;Γ ` }uD}1{2;Γ ` }ϕD}1{2;Γ

)

ď
1
2 . (9.36)

Then, there exists a positive constant Cd, independent of h, such that

}~t´~th}H ` }~u´ ~uh}Q ` }ϕ´ ϕh}1;Ω ` }χ´ χh}´1{2;Γ

ď Cd

!

dist
`

~t,Hh

˘

` dist
`

~u,Qh

˘

` dist
`

ϕ,Hϕ
h

˘

` dist
`

χ,Hχ
h

˘

)

.
(9.37)

Finally, regarding the pressure error }p´ ph}0;Ω, where ph is the discrete pressure computed
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by the postprocessing formula suggested by the second identity in (7.7), that is

ph “ ´
1
n

tr
`

σh ` puh b uhq
˘

, (9.38)

we readily deduce from (9.37), similarly as in [26, Section 4] (see also [48, eq. (4.39)]), the

existence of a positive constant pC, independent of h, such that

}p´ ph}0;Ω ď pC
!

}σ ´ σh}0;Ω ` }u´ uh}0,4;Ω

)

. (9.39)

Thus, combining (9.37) and (9.39), we conclude the existence of pCd ą 0, independent of h, such

that

}~t´~th}H ` }~u´ ~uh}Q ` }p´ ph}0;Ω ` }ϕ´ ϕh}1;Ω ` }χ´ χh}´1{2;Γ

ď pCd

!

dist
`

~t,Hh

˘

` dist
`

~u,Qh

˘

` dist
`

ϕ,Hϕ
h

˘

` dist
`

χ,Hχ
h

˘

)

.
(9.40)

9.5 Specific finite element spaces

We refer to [48, Section 4.4] and [8, Section 3.5] to specify two examples of finite element

subspaces Ht
h, rHσ

h , Hu
h , Hγ

h , Hϕ
h and Hχ

h satisfying the hypotheses (H.0), (H.1), (H.2), (H.3),

(H.4) and (H.5) from Chapter 9.2, and establish the associated rates of convergence for the

Galerkin scheme (9.3).

9.5.1 Preliminaries

Given an integer ` ě 0 and K P Th, let P`pKq denote the space of polynomials of degree

ď ` defined on K with vector and tensorial versions denoted by P`pKq :“ rP`pKqs
n and

P`pKq :“ rP`pKqs
nˆn, respectively. By RT`pKq :“ P`pKq ` P`pKqx we denote the local

Raviart–Thomas space of order ` defined on K, where x stands for a generic vector in Rn.

Furthermore, denoting by bK the bubble function on K (the product of its n ` 1 barycentric
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coordinates), we set the local bubble space of order ` as

B`pKq :“ curl
`

bK P`pKq
˘

if n “ 2 , and B`pKq :“ curl
`

bK P`pKq
˘

if n “ 3 ,

where curlpvq :“
`

Bv
Bx2
,´ Bv

Bx1

˘

if n “ 2 and v : K Ñ R, and curlpvq :“ ∇ ˆ v if n “ 3 and

v : K Ñ R3. In addition, we need to set the global spaces

P`pΩq :“
!

vh P L2
pΩq : vh|K P P`pKq @K P Th

)

,

P`pΩq :“
!

δh P L2
pΩq : δh|K P P`pKq @K P Th

)

,

RT`pΩq :“
!

τh P Hpdiv; Ωq : τh,i|K P RT`pKq @ i P
 

1, ..., n
(

, @K P Th
)

,

B`pΩq :“
!

τh P Hpdiv; Ωq : τh,i|K P B`pKq @ i P
 

1, ..., n
(

, @K P Th
)

,

where τh,i stands for the ith-row of τh. As noticed in [49], it is easily seen that P`pΩq and

P`pΩq are also subspaces of L4pΩq and L4pΩq, respectively, and that RT`pΩq and B`pΩq are both

subspaces of Hpdiv4{3; Ωq as well. Actually, since Hpdiv; Ωq is clearly contained in Hpdiv4{3; Ωq,

any subspace of the former is also subspace of the latter.

9.5.2 Two specific examples

Similarly to [48, Section 4.4], we employ the stable triplets for linear elasticity proposed in [49,

Section 4.4] to describe two examples of finite element subspaces rHσ
h , Hu

h and Hγ
h and Ht

h

satisfying (H.0)-(H.3).

First, we consider PEERS` (plane elasticity element with reduced symmetry of order ` ě 0,

[11,57]), and the subspace Ht
h introduced in [48, Section 4.4.2]. Letting CpΩ̄q :“ rCpΩ̄qsnˆn, we

have

Ht
h :“ P``npΩq X L2

trpΩq , Hσ
h :“ pRT`pΩq ‘ B`pΩqq XH0pdiv4{3; Ωq ,

Hu
h :“ P`pΩq , and Hγ

h :“ CpΩ̄q X L2
skewpΩq X P``1pΩq .

(9.41)

Secondly, AFW` (Arnold–Falk–Winther elements of order ` ě 0, [12]), and Ht
h as in [48, Section
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4.4.3]:

Ht
h :“ P``1pΩq X L2

trpΩq , Hσ
h :“

`

P``1pΩq XHpdiv; Ωq
˘

XH0pdiv4{3; Ωq ,

Hu
h :“ P`pΩq , Hγ

h :“ L2
skewpΩq X P`pΩq .

(9.42)

In addition, and similarly to [8, Section 3.5] (see also [4, Section 4.3]), the approximation

space for temperature will consist of continuous piecewise polynomials of degree ď `` 1

Hϕ
h :“

 

ψh P CpΩ̄q : ψh|K P P``1pKq @K P Th
(

, (9.43)

and for the normal heat flux, we let
 

rΓ1, rΓ2, ..., rΓm
(

be an independent triangulation of Γ

(made of straight segments in R2, or triangles in R3), and hence rh :“ max
jPt1,...,mu

|rΓj|. Then, we

approximate χ by piecewise polynomials of degree ď ` over this new mesh, that is

Hχ
rh

:“
!

ξ
rh P L2

pΓq : ξ
rh|rΓj P P`p

rΓjq @ j P
 

1, ...,m
(

)

. (9.44)

Assumption (H.4) is trivially satisfied, whereas it can be proved (cf. [13, Section III], [38,

Lemma 4.10], [47, Lemma 4.7]) that there exists a positive constant rc0 P p0, 1s such that,

provided that h ď rc0 rh, Hχ
rh

satisfies (H.5) as well.

9.5.3 The rates of convergence

According to [48, 49], and denoting `˚ :“

$

&

%

`` n for PEERS-based

`` 1 for AFW-based
, the approximation

properties of Ht
h, Hσ

h , Hu
h , and Hγ

h , for PEERS (cf. (9.41)) as well as for AFW (cf. (9.42)), are

given as follows:
`

APt
h

˘

there exists a positive constant C, independent of h, such that for each r P r0, `˚ ` 1s,

and for each s P HrpΩq X L2
trpΩq, there holds

dist
`

s,Ht
h

˘

ď C hr}s}r,Ω , (9.45)
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`

APσ
h

˘

there exists a positive constant C, independent of h, such that for each r P r0, ` ` 1s,

and for each τ P HrpΩq XH0pdiv4{3; Ωq with divpτ q P Wr,4{3pΩq, there holds

dist
`

τ ,Hσ
h

˘

ď C hr
!

}τ }r,Ω ` }divpτ q}r,4{3;Ω

)

, (9.46)

`

APu
h

˘

there exists a positive constant C, independent of h, such that for each r P r0, ` ` 1s,

and for each v P Wr,4pΩq, there holds

dist
`

v,Hu
h

˘

ď C hr}v}r,4;Ω , (9.47)

and
`

APγ
h

˘

there exists a positive constant C, independent of h, such that for each r P r0, ` ` 1s,

and for each δ P HrpΩq X L2
skewpΩq, there holds

dist
`

δ,Hγ
h

˘

ď C hr}δ}r,Ω . (9.48)

Aditionally, the approximation properties for the subpaces Hϕ
h and Hχ

rh
(cf. [21] and [47]),

are the following:
`

APϕ
h

˘

there exists a positive constant C, independent of h, such that for each r P r0, ` ` 1s,

and for each ψ P H1`rpΩq, there holds

dist
`

ψ,Hϕ
h

˘

ď C hr}ψ}1`r,Ω , (9.49)

`

APχ
h

˘

there exists a positive constant C, independent of rh, such that for each r P r0, ` ` 1s,

and for each ξ P H´1{2`rpΓq, there holds

dist
`

ξ,Hχ
rh

˘

ď C rhr}ξ}´1{2`r,Γ . (9.50)

We are now in position to specify the rates of convergence of (9.3) with the spaces from
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Chapter 9.5.2.

Theorem 9.14. Assume that the data satisfy (9.36), and let p~t, ~uq :“
`

pt,σq, pu,γq
˘

P HˆQ

and pϕ, χq P H1pΩq ˆ H´1{2pΓq, and p~th, ~uhq :“
`

pth,σhq, puh,γhq
˘

P Hh ˆQh and pϕh, χhq P

Hϕ
h ˆ Hχ

h, be solutions of (8.8) and (9.3), respectively, with u P W (cf. (8.23)) and uh P Wh

(cf. (9.12)), whose existences are guaranteed by Theorems 8.11 and 9.8, respectively. In turn,

let p and ph be the exact and approximate pressure defined by the second identity in (7.7) and

(9.38), respectively. Furthermore, given an integer ` ě 0, assume that there exists r P r0, `` 1s

such that t P HrpΩq X L2
trpΩq, σ P HrpΩq X H0pdiv4{3; Ωq, divpσq P Wr,4{3pΩq, u P Wr,4pΩq,

γ P HrpΩq XL2
skewpΩq, ϕ P H1`rpΩq, and χ P H´1{2`rpΓq. Then, there exist constants rc0 P p0, 1s

and C ą 0, independent of h and rh, such that for all h ď rc0 rh, there holds

}~t´~th}H ` }~u´ ~uh}Q ` }p´ ph}0,Ω ` }ϕ´ ϕh}1;Ω ` }χ´ χh}´1{2;Γ

ď C hr
!

}t}r,Ω ` }σ}r,Ω ` }divpσq}r,4{3;Ω ` }u}r,4;Ω ` }γ}r,Ω ` }ϕ}1`r;Ω

)

`C rhr}χ}´1{2`r,Γ .

(9.51)

Proof. It follows straightforwardly from Céa’s estimate (9.40) and the approximation properties
`

APt
h

˘

,
`

APσ
h

˘

,
`

APu
h

˘

,
`

APγ
h

˘

,
`

APϕ
h

˘

and
`

APχ
h

˘

.



CHAPTER 10

Illustrative numerical examples

In this chapter we demonstrate properties of the proposed family of methods. Mesh generation,

discretization, and solvers were implemented using the automated finite element library FEniCS

[7] and, in particular, the specialized module FEniCSii [55] required for the treatment of mixed-

dimensional meshes of non-conforming type (and also instrumental to numerically realize the

H´1{2pΓq norm). The nonlinear algebraic equations were solved using a Newton–Raphson

method with exact Jacobian, and the iterations were terminated once the `2-norm of either the

relative or absolute residual drops below the prescribed tolerance 10´7. The numerical tests

are divided into three parts: a verification of convergence, the simulation of stationary phase

change in 2D, and the extension to the 3D case.

Example 1. Let the square domain Ω “ p0, 1q2 meshed by successively refined regular triangles.

We use this simple test case to assess the convergence of the finite element discretization, and

consider the following smooth closed-form primary variables for an adaptation of the Burggraf

flow [23] (a regularization of the well-known lid-driven cavity flow but here there is no velocity
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singularity at the top corners) to the case of thermally driven problems (see, e.g., [62])

u “ C0

¨

˝

C 11pxqC
1
2pyq

´C21 pxqC2pyq

˛

‚ ,

p “
C0

RerC
p3q
2 pyqC1pxq ` C

2
1 pxqC

1
2pyqs `

C2
0

2 C 11pxq
2
rC2pyqC

2
2 pyq ´ C

1
2pyq

2
s ,

ϕ “ ϕ0 ` pϕ1 ´ ϕ0qy ` C3pxqC4pyq,

with C0 ą 0 a scaling parameter and

C1pxq “
x5

5 ´
x4

2 `
x3

3 , C2pxq “ y4
´ y2, C3pxq “ cospπxq, C4pyq “ yp1´ yq.

These solutions are used to set boundary velocity and temperature to be imposed on the

boundary. Also, as typically done when using manufactured solutions, after inserting these

closed-form functions into the governing momentum and energy equations, additional source

terms appear that constitute an augmented problem [77] (the mass conservation is satisfied as

the manufactured velocity is divergence-free).

We consider the strong form (7.8) with the following constitutive equations and adimensional

model parameters

µpϕq “
1
4 expp´ϕq, fpϕq “ ϕp1´ ϕq, ηpϕq “

1
4 `

1
2

´

1` tanh
´

2
`1

4 ´ ϕ
˘

¯¯

,

spϕq “
1
2

´

1` tanh
´

2
`1

4 ´ ϕ
˘

¯¯

, C0 “ λ “ ρ “ 1, κ “ 1.4, k “ p0, 1qt.

This choice of parameter regime is simply exemplary and similar in magnitude to the experi-

ments considered in [62]. The null mean value for the trace of the stress is enforced through

a real Lagrange multiplier method. Note that, as requested by the constraint h ď rc0 rh (cf.

remark on the verification of (H.5) at the end of Chapter 9.5.2), the mesh for the heat flux

approximation is simply taken as two levels lower than a conforming mesh to the boundary of

the bulk mesh (the former is constructed with 2j`2 ` 4 segments per side and the latter with

2j ` 1 segments per side, giving rh « 4h).
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Absolute errors are measured in the norms suggested by the analysis (where the exact solu-

tions are evaluated at the quadrature points), which we denote – together with the experimental

rates of convergence – as usual

eptq “ }t´ th}0,Ω, epσq “ }σ ´ σh}Hpdiv4{3;Ωq, epuq “ }u´ uh}0,4,Ω, epγq “ }γ ´ γh}0,Ω,

eppq “ }p´ ph}0,Ω, epϕq “ }ϕ´ ϕh}1,Ω, epχq “ }χ´ χ
rh}´1{2,Γ,

rpχq “
logpepχq{e1pχqq

logprh{rh1q
, rp%q “ logpep%q{e1p%qq

logph{h1q ,

with % P tt,σ,u, p,γ, ϕu, and where e, e1 stand for errors generated on two consecutive meshes

of sizes h, h1 (rh and rh1 for χ), respectively.

To compute }χ´ χ
rh}´1{2,Γ we use the characterization of H´1{2pΓq in terms of the spectral

decomposition of the Laplacian operator (see, e.g., [56, Sect. 2]). More precisely, let S :

H1
0pΓq ÝÑ H1

0pΓq be the bounded linear operator defined by

pSu, vq1,Γ “ pu, vq0,Γ for all u, v P H1
0pΓq ,

where p¨, ¨q1,Γ and p¨, ¨q0,Γ denote the inner products of H1
0pΓq and L2pΓq, respectively. Then,

one can find a basis tziu8i“1 of eigenfunctions of S with a non-increasing sequence of positive

eigenvalues λi, and for any u “
ř8

i“1 cizi there holds

}u}2´1{2,Γ “

8
ÿ

i“1
c2
iλ
´1{2
i ,

so that H´1{2pΓq becomes the closure of the span of the basis tziu8i“1 in this norm. Certainly,

for the practical computation of }u}2´1{2,Γ one utilizes a discrete approximation of the afore-

mentioned spectral decomposition.

We take ` “ 0, 1 in the PEERS`- and AFW`-based families of finite elements (9.41) and

(9.42), respectively; with (9.43),(9.44). We show the results of the convergence verification

analysis in Table 10.1. There we depict the errors and decay rate and observe, for all field vari-

ables, the optimal convergence order h``1 predicted by (9.51). Sample approximate solutions
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DoF h rh eptq r epσq r epuq r epγq r epϕq r epχq r eppq r it
PEERS`-based discretization with ` “ 0

2631 0.177 0.707 5.05e-02 * 2.63e-01 * 1.15e-02 * 2.33e-02 * 1.61e-01 * 7.72e-03 * 3.99e-02 * 4
5865 0.118 0.471 3.37e-02 0.99 1.76e-01 1.00 7.78e-03 0.97 1.54e-02 1.02 9.62e-02 1.28 3.80e-03 1.75 2.60e-02 1.06 4

16173 0.071 0.283 2.01e-02 1.01 1.05e-01 1.00 4.68e-03 1.00 8.23e-03 1.23 5.33e-02 1.15 1.41e-03 1.94 1.53e-02 1.03 4
52149 0.039 0.157 1.11e-02 1.02 5.83e-02 1.00 2.60e-03 1.00 3.67e-03 1.38 2.84e-02 1.07 7.30e-04 1.12 8.46e-03 1.01 4

185541 0.021 0.083 5.83e-03 1.01 3.08e-02 1.00 1.38e-03 1.00 1.46e-03 1.44 1.48e-02 1.03 3.85e-04 0.94 4.47e-03 1.00 5
698085 0.011 0.043 2.99e-03 1.01 1.58e-02 1.00 7.09e-04 1.00 5.51e-04 1.47 7.58e-03 1.01 1.93e-04 0.96 2.30e-03 1.00 4

2706213 0.005 0.022 1.51e-03 1.00 8.04e-03 1.00 3.60e-04 1.00 2.01e-04 1.48 3.84e-03 1.00 1.12e-04 0.87 1.17e-03 1.00 4
PEERS`-based discretization with ` “ 1

6027 0.177 0.707 1.08e-02 * 4.25e-02 * 1.44e-03 * 8.32e-03 * 7.59e-02 * 9.00e-03 * 8.01e-03 * 5
13455 0.118 0.471 5.20e-03 1.79 2.01e-02 1.85 6.52e-04 1.95 4.27e-03 1.65 3.52e-02 1.90 4.33e-03 1.81 4.17e-03 1.71 5
37143 0.071 0.283 2.09e-03 1.89 7.66e-03 1.88 2.38e-04 1.97 1.82e-03 1.67 1.31e-02 1.93 1.67e-03 1.87 1.78e-03 1.77 6

119847 0.039 0.157 5.12e-04 1.91 2.50e-03 1.90 7.43e-05 1.98 6.59e-04 1.73 4.16e-03 1.96 5.40e-04 1.92 6.44e-04 1.83 5
426567 0.021 0.083 1.28e-04 1.94 7.39e-04 1.92 2.09e-05 1.99 2.08e-04 1.81 1.19e-03 1.97 1.56e-04 1.95 2.07e-04 1.88 6

1605255 0.011 0.043 3.02e-05 1.97 1.37e-04 1.98 5.12e-06 1.98 5.11e-05 1.90 2.63e-04 1.98 3.60e-05 1.96 5.03e-05 2.00 5
6223623 0.005 0.022 7.58e-06 1.96 3.49e-05 1.97 1.32e-06 1.99 1.27e-05 1.95 6.71e-05 1.98 6.49e-06 2.00 1.19e-05 1.99 5

AFW`-based discretization with ` “ 0
2070 0.177 0.707 4.26e-02 * 2.79e-01 * 1.15e-02 * 3.70e-02 * 1.61e-01 * 7.67e-03 * 5.18e-02 * 4
4592 0.118 0.471 2.60e-02 1.22 1.75e-01 1.15 7.73e-03 0.97 2.40e-02 1.07 9.62e-02 1.28 3.78e-03 1.75 2.91e-02 1.42 4

12612 0.071 0.283 1.46e-02 1.13 9.96e-02 1.10 4.66e-03 0.99 1.41e-02 1.05 5.33e-02 1.15 1.41e-03 1.93 1.48e-02 1.33 4
40556 0.039 0.157 7.81e-03 1.06 5.37e-02 1.05 2.60e-03 1.00 7.72e-03 1.02 2.84e-02 1.07 7.31e-04 1.11 7.36e-03 1.18 4

144060 0.021 0.083 4.08e-03 1.02 2.81e-02 1.02 1.38e-03 1.00 4.06e-03 1.01 1.48e-02 1.03 4.85e-04 0.64 3.71e-03 1.08 5
541532 0.011 0.043 2.09e-03 1.01 1.44e-02 1.01 7.09e-04 1.00 2.09e-03 1.00 7.58e-03 1.01 2.93e-04 0.76 1.88e-03 1.03 5

2098332 0.005 0.022 1.06e-03 1.00 7.31e-03 1.00 3.60e-04 1.00 1.06e-03 1.00 3.84e-03 1.00 1.62e-04 0.88 9.50e-04 1.01 5
AFW`-based discretization with ` “ 1

5002 0.177 0.707 1.36e-02 * 5.23e-02 * 1.43e-03 * 1.14e-02 * 7.59e-02 * 9.00e-03 * 1.44e-02 * 4
11150 0.118 0.471 7.25e-03 1.75 2.60e-02 1.93 6.50e-04 1.95 5.77e-03 1.98 3.52e-02 1.90 4.33e-03 1.81 7.55e-03 1.79 4
30742 0.071 0.283 3.20e-03 1.80 1.05e-02 1.96 2.38e-04 1.97 2.37e-03 1.94 1.31e-02 1.93 1.67e-03 1.87 3.20e-03 1.88 5
99110 0.039 0.157 1.24e-03 1.92 3.71e-03 1.97 7.42e-05 1.98 8.41e-04 1.96 4.16e-03 1.96 5.40e-04 1.92 1.16e-03 1.93 5

352582 0.021 0.083 4.46e-04 1.90 1.21e-03 1.96 2.09e-05 1.99 2.45e-04 1.96 1.19e-03 1.97 1.56e-04 1.95 3.84e-04 1.94 4
1326470 0.011 0.043 1.56e-04 1.98 3.88e-04 1.92 5.56e-06 2.00 8.72e-05 1.93 3.18e-04 1.99 4.21e-05 1.97 1.23e-04 1.91 4
5142022 0.005 0.022 3.46e-05 1.95 1.15e-04 1.97 1.44e-06 2.00 2.28e-05 1.97 8.22e-05 1.99 1.09e-05 1.99 3.78e-05 1.97 4

Table 10.1: Example 1. Accuracy test for four variants of the proposed numerical method in
2D, using the Burggraf solutions. Errors for each field variable on a sequence of successively
refined grids versus the number of degrees of freedom, experimental rates of convergence, and
Newton–Raphson iteration count.

are provided in Figure 10.1, which are confirmed to follow the flow patterns obtained in [62].

Example 2. Next we consider the steady regime of the phase change of a material adopting a

2D slice of a shell-and-tube geometry configuration, which is commonly used in thermal energy

storage systems [2,65]. We construct a unit disk-shaped geometry with four circular inclusions

of radius 1
8 . The inner tubes are kept hot with ϕhot “ 1 and the outer shell is kept cold

ϕhot “ ´0.01 (which differs from the mixed Dirichlet–Neumann conditions used in [65]). For

the flow equations, all boundaries are equipped with no-slip velocity conditions. The meshes

are unstructured, and the mesh sizes selected for the bulk and for the boundary are h « 0.022



CHAPTER 10. ILLUSTRATIVE NUMERICAL EXAMPLES 101

Figure 10.1: Example 1. Primal variables (velocity line integral convolution colored according
to velocity magnitude, postprocessed pressure profile, and temperature distribution) and mixed
unknowns (velocity gradient magnitude, stress magnitude, vorticity magnitude, and heat flux
on the coarser boundary mesh) for the Burggraf stationary flow with thermal effects obtained
after 4 steps of uniform refinement.

and rh « 0.051, respectively.

Similarly as in [9, 62], we use a porosity-enthalpy model, which means that the viscosity

is taken constant. The temperature-dependent buoyancy, porosity and enthalpy functions are

chosen as follows

fpϕq “
Ra
Prϕk , ηpϕq “ 105

´

1` tanh
´0.01´ ϕ

0.2

¯¯

,

spϕq “
1

Ste ´
1

2 ¨ Ste

´

1` tanh
´0.01´ ϕ

0.2

¯¯

,

respectively, where the denominator in the argument of the hyperbolic tangent regularization

indicates the size of the mushy zone (the region that approximates a sharp phase fraction jump).
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The remaining coefficients assume the following values

µ “ λ “ ρ “ 1, Pr “ 56.2, Ste “ 0.02, Ra “ 3.27ˆ 105, κ “
1

Pr , k “ p0, 0, 1qt,

where Ste denotes the Stefan number.

In Figure 10.2 we have portrayed the approximate solutions, generated with the second-

order PEERS`-based finite element family (9.41). In particular, the bottom-right panel of the

figure shows the approximate heat flux on the (coarser) boundary mesh, and the top-right panel

shows the typical counter rotating flow patterns expected in differentially heated enclosures. No

closed-form solution is available for this problem but all fields exhibit a well resolved behavior,

even on relative coarse meshes.

Example 3. Our last test, adapted from [8], simulates the phase change occurring in the

melting of N–octadecane. The domain consists of the cuboid Ω “ p0, 1.5, 0.3, 1.5q cm3. For the

thermal energy conservation, the boundary is split into two regions: ΓhotYΓcold (left and right

ends) and Γflux (remainder of the boundary) where temperature and heat flux are prescribed,

respectively. The molten material is on the “left” of the domain (towards the wall at x “ 0

where we prescribe ϕhot “ 1). The low temperature imposed on the right wall x “ 1.5 cm,

ϕcold “ ´0.01 is lower than the phase change temperature ϕ “ 0, in order to allow the phase

change to occur. The remaining boundaries are insulated (zero temperature flux), and on the

whole boundary we impose no-slip conditions (u “ 0 everywhere on Γ). For this test we use

a space resolution of h « 0.07 cm and for the boundary sub-mesh we use a triangulation with
rh « 0.12 cm.

As in example 2, here we use a porosity-enthalpy model together with the following consti-

tutive relations and parameter scalings

µ “ Re “ 1, fpϕq “
Ra

Pr ¨ Re2ϕk, ηpϕq “ 105
´

1` tanh
´0.01´ ϕ

0.1

¯¯

,

Pr “ 56.2, Ra “ 3.27ˆ 105, spϕq “
1

Ste ´
1

2 ¨ Ste

´

1` tanh
´0.01´ ϕ

0.1

¯¯

,

Ste “ 0.045, λ “ ρ “ 1, κ “
10

Pr ¨ Re , k “ p0, 0, 1qt.
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Figure 10.2: Example 2. Phase change on a differentially heated shell-tube system. Approxi-
mate solutions (velocity gradient magnitude, total stress magnitude, velocity streamlines, vor-
ticity magnitude, dimensionless temperature, and heat flux) computed with the second-order
PEERS`-based mixed-primal method.

Given the strong nonlinearity of the non-isothermal coupling, it was necessary to use a

continuation approach (the initial guess at each Newton–Raphson iteration is improved by

solving intermediate problems with an increased value of a given parameter) and as continuation

parameter we use the Rayleigh number starting from Ra“ 103. Nine iterations are required in

this case to reach the prescribed tolerance.

The thermal and fluid flow characteristics of the system are shown in Figure 10.3 where we

plot temperature iso-surfaces, velocity streamlines, and all other computed numerical solutions

using the lowest-order method based on the AFW` family of finite elements. The obtained flow

structures are qualitatively similar to the expected behaviour for a stationary coupling (that
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Figure 10.3: Example 3. Phase change of an octadecane specimen. Approximate solutions
(velocity gradient magnitude, total stress magnitude, velocity streamlines, vorticity magnitude,
temperature, and heat flux) computed with the lowest-order AFW`-based method.

is, a buoyancy-diven recirculation with a relatively large solid-liquid interface and the typical

temperature distribution on the xz-plane).
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assistance in the extension of the FEniCSii library to accommodate tensor-valued spaces and

fractional norms on non-conforming trace meshes.



CHAPTER 11

Conclusions and Future Works

In this chapter we summarize the main contributions of this work and give a brief description

of eventual future works.

11.1 Conclusions

Upon the results presented in the first part of this thesis, we can arrive to the following con-

clusions:

• We developed a new mixed formulation for Navier–Stokes–Brinkman equations, whose

analysis made use of diverse tools and abstract results in Banach spaces.

• We showed that the pressure field can be obtained by using a post-processing formula

based on the computed variables.

• We proved that is not necessary to use an augmented formulation to provide well posed-

ness of the continuous and discrete formulations.

105
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• We proved that the finite element method proposed here yields optimal convergence,

which is confirmed through numerical examples.

According to the results presented in the second part of this work, we can state the following

conclusions:

• We extended the analysis developed in the first part to introduce a mixed-primal formu-

lation for the coupling of Navier–Stokes–Brinkman and natural convection equations.

• The mixed-primal finite element method proposed here was shown to be optimally con-

vergent, which has been confirmed by several numerical examples.

11.2 Future Works

The methods developed and the results obtained here have motivated some posibilities of future

work, which are described below:

• To extend the analysis and results to the unsteady state case.

• To develop the corresponding a posteriori error analysis.

• To extend the analysis to the case in which a mixed formulation is employed as well for

the natural convection equations.
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[28] J. Camaño, C. Muñoz and R. Oyarzúa, Numerical analysis of a dual-mixed problem

in non-standard Banach spaces. Electron. Trans. Numer. Anal. 48 (2018), 114–130.
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