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Abstract

In this thesis we consider a strongly coupled flow and nonlinear transport problem arising in

sedimentation-consolidation processes in Rn, n ∈
{
2, 3

}
, and introduce and analyze a Banach

spaces-based variational formulation yielding a new mixed-primal finite element method for its

numerical solution. The governing equations are determined by the coupling of a Brinkman

flow with a nonlinear advection – diffusion equation, in addition to Dirichlet boundary condi-

tions for the fluid velocity and the concentration. The approach is based on the introduction of

the Cauchy fluid stress and the gradient of its velocity as additional unknowns, thus yielding a

mixed formulation in a Banach spaces framework for the Brinkman equations, whereas the usual

Hilbertian primal formulation is employed for the transport equation. Differently from previous

works on this and related problems, no augmented terms are incorporated, and hence, besides

becoming fully equivalent to the original physical model, the resulting variational formulation

is much simpler, which constitutes its main advantage, mainly from the computational point of

view. The well-posedness of the continuous formulation is analyzed firstly by rewriting it as a

fixed-point operator equation, and then by applying the Schauder and Banach theorems, along

with the Babuška-Brezzi theory and the Lax-Milgram lemma. An analogue fixed-point strategy

is employed for the analysis of the associated Galerkin scheme, using in this case the Brouwer

theorem instead of the Schauder one. Next, a Strang-type lemma and suitable algebraic manip-

ulations are utilized to derive the a priori error estimates, which, along with the approximation

properties of the finite element subspaces, yield the corresponding rates of convergence. The

thesis is ended with several numerical results illustrating the performance of the mixed-primal

scheme and confirming the theoretical decay of the error.
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Resumen

En esta tesis consideramos un problema fuertemente acoplado de flujo y transporte no lineal

que surge de los procesos de sedimentación-consolidación en Rn, n ∈
{
2, 3

}
, e introducimos y

analizamos una formulación variacional basada en espacios de Banach que produce un nuevo

método de elementos finitos mixto-primal para su solución numérica. Las ecuaciones que go-

biernan son determinadas por el acoplamiento de un flujo de Brinkman con una ecuación de

difusión-advección no lineal, añadiendo condiciones de contorno de Dirichlet para la velocidad

del fluido y la concentración. El enfoque se basa en la introducción del tensor de Cauchy para el

fluido y el gradiente de su velocidad como incógnitas adicionales, dando lugar a un formulación

mixta en un marco de espacios de Banach para las ecuaciones de Brinkman, mientras que la

formulación primal Hilbertiana usual es empleada para la ecuación de transporte. A diferencia

de trabajos anteriores sobre este y otros problemas relacionados, no se incorporan términos au-

mentados, por lo que, además de ser completamente equivalente al modelo físico original, la

formulación resultante es mucho mas simple, lo que constituye su principal ventaja, principal-

mente desde el punto de vista computacional. El buen planteamiento de la formulación continua

se analiza en primer lugar escribiéndola como una ecuación de operador de punto fijo, y luego

mediante la aplicación de los teoremas de Schauder y Banach, junto con la teoría de Babuška-

Brezzi y el lema de Lax-Milgram. Una estrategia de punto fijo análoga es empleada para el

análisis del esquema de Galerkin asociado, utilizando en este caso el teorema de Brouwer en

lugar del de Schauder. A continuación, se utiliza un lema de tipo Strang y manipulaciones al-

gebraicas adecuadas para derivar estimaciones de error a priori, que, junto con las propiedades

de aproximación de los subespacios de elementos finitos, producen las tasas de convergencia

correspondientes. Esta tesis termina con varios resultados numéricos que ilustran el desempeño

del esquema mixto-primal y confirman el decaimiento teórico del error.
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Chapter 1
Introduction

The devising of new and more efficient numerical methods for solving diverse problems mod-

eled by coupled flow and transport equations has gained considerable attention in recent years.

Indeed, the transport of a species density in an immiscible fluid constitutes a phenomenon ap-

pearing in many applications, including for instance solid-liquid separation, chemical distillation

processes, and natural and thermal convection, among several others. In particular, we refer to

[11], [12], and [29] for some examples of the sedimentation-consolidation process of particles.

Another reason for the aforementioned interest is the increasing need for directly approximating

other variables of physical relevance, different from the classical velocity and pressure of the

fluid, and the species concentration, such as the fluid stress or pseudostress tensors, the veloc-

ity and concentration gradients, the vorticity of the fluid, and some boundary traces as well.

Moreover, the latter aspect has strongly motivated the introduction and corresponding analy-

ses of new mixed variational formulations and associated Galerkin schemes to deal with the

respective models. Regarding the above, we begin by referring to [2], where the coupled flow

and transport problem determined by the Stokes equations interacting with a scalar nonlinear

convection-diffusion equation was considered. More precisely, this model was analyzed there

by means of a three-field augmented mixed–primal variational formulation, whose unknowns,

given by the Cauchy stress, the velocity of the fluid, and the concentration, are sought in suitable

Hilbert spaces. In turn, the classical Schauder and Brouwer theorems are employed to derive

10
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the well-posedness of the continuous and discrete formulations, which are previously rewritten

as fixed point operator equations. In addition, the continuous analysis also makes use of suit-

able regularity assumptions, Sobolev’s embedding results, and Rellich-Kondrachov compactness

theorems.

Furthermore, a natural variant of the problem from [2] is given by a Brinkman flow coupled

with a nonlinear advection – diffusion equation, which models a solid - liquid suspension im-

mersed in a viscous fluid within a permeable medium. The continuous and discrete solvabilities

of the resulting model, which is usually found, for instance, in sedimentation-consolidation pro-

cesses and non-Newtonian fluids (see, e.g. [10] and [9]), are studied in [3] by extending the

approach from [2]. In this regard, we stress that, differently from the latter, where the effective

diffusivity depends on the gradient of the concentration, in [3] that coefficient depends only on

the scalar value of this physical quantity, which yields some changes in the respective analysis.

Nevertheless, the main techniques and tools employed remain basically the same, namely an

augmented mixed approach for the Brinkman equation, the usual primal formulation for the

transport equation, and then fixed point arguments, elliptic regularity estimates, and some clas-

sical results from linear and nonlinear functional analysis. Moreover, this methodology is also

utilized in [5] to study the flow-transport interaction through a highly permeable material and a

porous medium, which are modeled, respectively, by the Brinkman equations (written in terms

of vorticity, velocity and pressure, as in [4]) and classical Darcy’s law (which describes fluid

motion using filtration velocity and pressure).

On the other hand, in order to avoid the use of augmented formulations and the conse-

quent extra computations that are needed to set up the resulting discrete systems, thus yielding

much more expensive schemes, lately there has been an increasing use of Banach spaces-based

formulations for analyzing the solvability of diverse problems in continuum mechanics. A non-

exhaustive list of these works contains [13], [15], [16] [17], [19], [21], [22], and [27], whose

models involved include Poisson, Navier-Stokes, Brinkman-Forchheimer, and Boussinesq equa-

tions, among others. Simultaneously, the applicability of this approach has begun to be extended
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to the aforementioned coupled flow and transport models as well. In fact, some of the tools and

results from [15], [19], and even [2] itself, are employed in [6] to introduce and analyze a

new (and non-augmented) finite element method for the model originally studied in [2]. As in

this latter reference, a dual-mixed formulation is employed in [6] for the Stokes equations, but

unlike [2], the velocity of the fluid is sought in L4(Ω), which yields the Cauchy stress to belong

to a suitable H(div)-type Banach space. In turn, as in [2], the transport equation is analyzed in

[6] via the usual primal scheme with concentration unknown in H1. The resulting continuous

and discrete schemes, whose only unknowns are given by the Cauchy fluid stress, the velocity of

the fluid, and the concentration, are analyzed by means of a fixed-point strategy that makes use

of the Schauder, Banach, and Brouwer theorems, along with Babuška-Brezzi’s theory in Banach

spaces, monotone operator theory, regularity assumptions, and Sobolev imbedding theorems. In

particular, well-posed Galerkin schemes are guaranteed with Raviart-Thomas approximations of

order k ≥ 0 for the stress, discontinuous piecewise polynomials of degree ≤ k for the velocity,

and continuous piecewise polynomials of degree ≤ k + 1 for the concentration.

More recently, and as a natural extension of the study developed in [6], a Banach spaces

framework is applied in [7] to introduce and analyze a fully-mixed finite element method for

the same coupled problem from [2] and [6]. In this way, and additionally to the stress-velocity

mixed formulation employed in [6] for the Stokes equations, a three-field mixed formulation, de-

termined by the incorporation of two additional vector unknowns relating the gradient and total

flux of concentration, is utilized in [7] for the transport equation. Then, similarly to [6], fixed-

point arguments, suitable regularity assumptions, Babuška-Brezzi’s theory in Banach spaces, and

classical results on nonlinear monotone operators, are applied in [7] to conclude the respective

continuous and discrete solvabilities. In this case, well-posed Galerkin schemes are obtained by

employing Raviart–Thomas spaces of order k ≥ 0 for approximating the Cauchy stress and the

total flux, and discontinuous piecewise polynomials of degree ≤ k for the velocity, concentra-

tion, and concentration gradient fields. An interesting feature of the resulting discrete schemes

is that, under suitable assumptions on the external forces, they yield momentum conservation in

both Stokes and transport equations.
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According to the above bibliographic discussion, and in order to follow an analogue sequence

to that given by [6] and [7] with respect to [2], but now regarding [3], the goal of the present

manuscript is to employ a Banach framework to introduce and analyze a new mixed-primal finite

element method for the coupled flow and transport problem from [3]. The rest of the paper is

organized as follows. The present section is ended with standard notation and functional spaces

to be employed throughout the manuscript. In Section 2 we describe the model of interest and

define the auxiliary unknowns to be considered in the definite setting of the problem. As in [2],

[6], and [7], the pressure unknown is eliminated and computed afterwards via a postprocessing

formula. The continuous formulation is derived in Section 3, and then the corresponding exis-

tence and uniqueness of solution are established by applying a fixed-point strategy that makes

use of the classical Schauder and Banach theorems along with the Babuška-Brezzi theory and the

Lax-Milgram lemma. In Section 4 we introduce the associated Galerkin scheme by using arbi-

trary finite element subspaces that are assumed to satisfy appropriate stability conditions. Then,

the respective solvability analysis is performed by means of a discrete version of the methodology

utilized in Section 3, which, in particular, applies the Brouwer theorem instead of the Schauder

one. In addition, suitable Strang-type lemmas are employed to derive the a priori error estimates

of the method. Next, specific finite element subspaces verifying the aforementioned conditions

are introduced. More precisely, it is shown that for each integer k ≥ 0, discontinuous piecewise

polynomials of degree ≤ k for the velocity and its gradient, Raviart–Thomas spaces of order k for

the Cauchy stress, and continuous piecewise polynomials of degree ≤ k+1 for the concentration,

all them defined in the barycentric refinements of a regular family of triangulations, guarantee

stable Galerkin schemes. Moreover, the Céa estimate along with the approximation properties of

the finite element subspaces involved, yield the respective rates of convergence. Finally, several

numerical examples in 2D and 3D illustrating the good performance of the mixed-primal finite

element method and confirming the expected error decays, are reported in Section 5.
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1.1 Preliminary notations

In what follows, Ω ⊆ Rn, n ∈ {2, 3}, is a given bounded domain with polyhedral boundary Γ,

and ν is the unit outward normal vector on Γ. Standard notation will be adopted for Lebesgue

spaces Lt(Ω) and Sobolev spaces Ws,t(Ω), with s ∈ R and t > 1, whose corresponding norms,

either for the scalar, vectorial, or tensorial case, are denoted by ∥·∥0,t;Ω and ∥·∥s,t;Ω, respectively.

In particular, given an integer m ≥ 0, Wm,2(Ω) is also denoted by Hm(Ω), and the notations of

its norm and seminorm are simplified to ∥·∥m,Ω and |·|m,Ω, respectively. In addition, H1/2(Γ) is

the space of traces of functions of H1(Ω), H−1/2(Γ) is its dual, and ⟨·, ·⟩Γ stands for the duality

pairing between them or their respective vector versions. On the other hand, given any generic

scalar functional space M, we let M and M be the corresponding vector and tensor counterparts,

whereas ∥·∥, with no subscripts, will be employed for the norm of any element or operator

whenever there is no confusion about the space to which they belong. Furthermore, as usual I

stands for the identity tensor in R := Rn×n, and |·| denotes the Euclidean norm in R := Rn. Also,

for any scalar and vector fields v and v = (vi)i=1,n, respectively, we let ∇v and ∇v be the vector

and tensor fields given by their gradients, whereas div(v) denotes the scalar field defined as the

divergence of v. In turn, for any tensor fields τ = (τij)i,j=1,n and ζ = (ζij)i,j=1,n, we let div(τ ) be

the divergence operator div acting along the rows of τ , and define the transpose, the trace, the

tensor inner product and the deviatoric tensor, respectively, as

τ t := (τji)i,j=1,n, tr(τ ) :=
n∑
i=1

τii, τ : ζ :=
n∑

i,j=1

τijζij, and τ d := τ − 1

n
tr(τ )I .

Next, given t > 1, we introduce the Banach space

H(divt; Ω) :=
{
τ ∈ L2(Ω) : div(τ ) ∈ Lt(Ω)

}
,

provided with the natural norm

∥τ∥divt;Ω := ∥τ∥0,Ω + ∥div(τ )∥0,t;Ω ,
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and recall from [15, Section 4.1] (see also [19, Section 3.1] or [25, eq. (2.11)]) that for each

t ≥ 2n
n+2

there holds the integration by parts formula

⟨τν,v⟩Γ =

∫
Ω

{
τ : ∇v + v · div(τ )

}
∀ (τ ,v) ∈ H(divt; Ω)×H1(Ω) . (1.1)

Finally, we say that j, ℓ ∈ (1,+∞) are conjugate to each other if 1
j
+ 1

ℓ
= 1.



Chapter 2
The model problem

We consider a porous medium living in a bounded and simply connected domain Ω ⊂ Rn,

n ∈ {2, 3}, with a Lipschitz-continuous boundary Γ, and assume that a viscous fluid governed by

the linear Brinkman equations flows through it, so that its sought quantities are the scalar and

vector fields given by the pressure p and the velocity u, respectively. In addition, we let ϕ be a

scalar field representing the volumetric fraction, in short concentration, of a chemical component

transported by the fluid, which is advected and diffused in Ω according to the corresponding

physical principle. Alternatively, ϕ could represent the temperature of the fluid, among several

other possibilities. In any case, the coupled model of interest is governed by the following system

of partial differential equations:

K−1 u − µ∆u + ∇p = ϕ f in Ω ,

div(u) = 0 in Ω ,

ρ ϕ − div
(
ϑ(ϕ)∇ϕ − ϕu− f(ϕ)g

)
= 0 in Ω ,

u = uD and ϕ = 0 on Γ ,

(2.1)

where K is a continuous tensor characterizing the absolute permeability of the domain, µ > 0

is the constant viscosity of the fluid, ρ is a positive constant representing the porosity of the

16
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medium, ϑ is a nonlinear diffusivity function, g is a constant vector pointing in the direction

of gravity, f is a nonlinear flux acting in the direction of g, f ∈ L2(Ω) is a given function, and

uD ∈ H1/2(Γ) is a prescribed Dirichlet datum for u.

Other more specific hypotheses are also needed. In particular, K−1 and K are assumed to be

symmetric, bounded and uniformly positive definite tensors, which means, in particular for the

last two properties, that there exist positive constants κ0, κ1, αK, and α̃K, such that

κ0 ≤ ∥K(x)∥, ∥K−1(x)∥ ≤ κ1 ∀x ∈ Ω , (2.2)

K−1(x)v · v = vt K−1(x)v ≥ αK |v|2 ∀v ∈ Rn, ∀x ∈ Ω , (2.3)

and

K(x)v · v = vt K(x)v ≥ α̃K |v|2 ∀v ∈ Rn, ∀x ∈ Ω . (2.4)

In turn, ϑ and f are required to be bounded and Lipschitz-continuous, which means that there

exist positive constants ϑ1, ϑ2, f1, f2, Lϑ, and Lf , such that

ϑ1 ≤ ϑ(s) ≤ ϑ2 and f1 ≤ f(s) ≤ f2 ∀ s ∈ R , (2.5)

and

|ϑ(s)− ϑ(t)| ≤ Lϑ |s− t| and |f(s)− f(t)| ≤ Lf |s− t| ∀ s, t ∈ R . (2.6)

On the other hand, for the uniqueness of the pressure one imposes that
∫
Ω

p = 0, whereas the

incompressibility of the fluid (cf. second equation of (2.1)) requires the Dirichlet datum uD to

satisfy the compatibility condition ∫
Ω

uD · ν = 0 . (2.7)

Next, we introduce the Cauchy fluid stress

σ := µ∇u − pI in Ω (2.8)
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as an auxiliary unknown, so that, applying the incompressibility condition of u (cf. second eq.

of (2.1)), we easily see that the first two equations of (2.1) can be rewritten, equivalently, as

σd − µ∇u = 0 in Ω , p = − 1

n
tr(σ) ,

K−1 u − div(σ) = ϕ f in Ω .

(2.9)

It follows that p can be eliminated and computed afterwards according to the formula provided

in the first row of (2.9). Thus, additionally defining t := ∇u in Ω, the full problem (2.1) is

re-stated as: Find (u, t,σ, ϕ) in suitable spaces to be defined below, such that

t = ∇u in Ω ,

σd − µ t = 0 in Ω ,

K−1 u − div(σ) = ϕ f in Ω ,

ρ ϕ − div
(
ϑ(ϕ)∇ϕ − ϕu− f(ϕ)g

)
= 0 in Ω ,

u = uD and ϕ = 0 on Γ ,

(2.10)

whereas the incompressibility and uniqueness conditions for u and p, respectively, become

tr(t) = 0 in Ω and
∫
Ω

tr(σ) = 0 . (2.11)



Chapter 3
The continuous formulation

In this section we make use of a Banach framework to introduce the continuous formulation

of (2.10), and then apply a fixed-point strategy to analyze its solvability. More precisely, as

implicitly suggested by (2.10), we employ a mixed method for the Brinkman equations, and the

usual primal one for transport, thus yielding the mixed-primal scheme to be derived next.

3.1 The mixed-primal approach

We begin by observing, as motivated by the Dirichlet boundary condition satisfied by ϕ, that the

proper trial and test space for this unknown is given by

H1
0(Ω) :=

{
ψ ∈ H1(Ω) : ψ = 0 on Γ

}
.

Then, testing the transport equation (cf. fourth row of (2.10)) against an arbitrary ψ ∈ H1
0(Ω),

integrating by parts, and using the Dirichlet condition for ϕ (cf. fifth row of (2.10)), we formally

obtain

ρ

∫
Ω

ϕψ +

∫
Ω

ϑ(ϕ)∇ϕ · ∇ψ −
∫
Ω

ϕu · ∇ψ =

∫
Ω

f(ϕ)g · ∇ψ . (3.1)

19
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The fact that ϕ, ψ ∈ H1
0(Ω), along with the boundedness of ϑ and f (cf. (2.5)), allow to notice,

thanks to the Cauchy-Schwarz inequality, that the first two terms on the left hand side of (3.1)

and the one on the right hand side are bounded and hence well-defined. Regarding the remain-

ing term, straightforward applications of the Cauchy-Schwarz and Hölder inequalities imply

∣∣∣∣∫
Ω

ϕu · ∇ψ
∣∣∣∣ ≤ ∥ϕ∥0,2j;Ω ∥u∥0,2ℓ;Ω |ψ|1,Ω , (3.2)

where j, ℓ ∈ (1,+∞) are conjugate to each other. Then, denoting

r̄ := 2j and r := 2ℓ (3.3)

and assuming in the 3D case that r̄ ∈ [1, 6], equivalently r ≥ 3, which guarantees that the

injection ir̄ : H1(Ω) → Lr̄(Ω) is bounded, we find from (3.2) that

∣∣∣∣∫
Ω

ϕu · ∇ψ
∣∣∣∣ ≤ ∥ir̄∥ ∥ϕ∥1,Ω ∥u∥0,r;Ω |ψ|1,Ω , (3.4)

which proves that the third term on the left hand side of (3.1) is well defined for ϕ, ψ ∈ H1
0(Ω)

and u ∈ Lr(Ω). In turn, assuming originally that u ∈ H1(Ω), which is coherent with the latter

if r ≤ 6 in the 3D case, and denoting by s the conjugate of r, which clearly satisfies s ≥ 2n
n+2

, a

straightforward application of (1.1) with t = s along with the first equation of (2.10) and the

Dirichlet boundary condition for u (cf. fifth row of (2.10)), give

⟨τν,uD⟩Γ =

∫
Ω

τ : t +

∫
Ω

u · div(τ ) ∀ τ ∈ H(divs; Ω) . (3.5)

Furthermore, it is clear from the above original assumption on u and the first equations of (2.10)

and (2.11) that t should be sought in L2
tr(Ω), where

L2
tr(Ω) :=

{
r ∈ L2(Ω) : tr(r) = 0

}
, (3.6)
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and thus the testing of the second equation of (2.10) against an arbitrary tensor in L2
tr(Ω) reduces

to

µ

∫
Ω

t : r −
∫
Ω

σ : r = 0 ∀ r ∈ L2
tr(Ω) , (3.7)

which requires, at first instance, that σ belongs to L2(Ω). More precisely, seeking actually for σ

in H(divs; Ω), which means additionally that div(σ) ∈ Ls(Ω), and recalling that f ∈ L2(Ω), the

testing of the third equation of (2.10) against an arbitrary vector in Lr(Ω) yields

∫
Ω

K−1u · v −
∫
Ω

v · div(σ) =

∫
Ω

ϕ f · v ∀v ∈ Lr(Ω) . (3.8)

Note that the boundedness of K−1 and the inclusion of Lr(Ω) into L2(Ω), which is due to the fact

that r > 2, confirm that the first term on the left hand side of (3.8) is well defined, whereas the

Cauchy-Schwarz and Hölder inequalities along with the continuous injection ir̄ : H1(Ω) → Lr̄(Ω)

allow to prove that the term on the right hand side of (3.8) shares the same property.

We now introduce the subspace of H(divs; Ω) given by

H0(divs; Ω) :=
{
τ ∈ H(divs; Ω) :

∫
Ω

tr(τ ) = 0
}
, (3.9)

with which there holds the decomposition

H(divs; Ω) = H0(divs; Ω) ⊕ R I . (3.10)

Moreover, thanks to the compatibility condition (2.7) and the fact that t ∈ L2
tr(Ω), it is easy

to see that both sides of (3.5) vanish when τ = I, and hence imposing this equation against

τ ∈ H(divs; Ω) is equivalent to doing it against τ ∈ H0(divs; Ω). Consequently, observing also

from (2.11) that σ must be sought in H0(divs; Ω), and gathering (3.8) + (3.7), - (3.5), and

(3.1), we arrive at the following continuous formulation of (2.10): Find (u, t,σ, ϕ) ∈ Lr(Ω) ×
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L2
tr(Ω)×H0(divs; Ω)× H1

0(Ω) such that

∫
Ω

K−1u · v + µ

∫
Ω

t : r −
∫
Ω

σ : r −
∫
Ω

v · div(σ) =

∫
Ω

ϕ f · v ,

−
∫
Ω

τ : t −
∫
Ω

u · div(τ ) = −⟨τν,uD⟩Γ ,

ρ

∫
Ω

ϕψ +

∫
Ω

ϑ(ϕ)∇ϕ · ∇ψ −
∫
Ω

ϕu · ∇ψ =

∫
Ω

f(ϕ)g · ∇ψ ,

(3.11)

for all (v, r, τ , ψ) ∈ Lr(Ω)× L2
tr(Ω)×H0(divs; Ω)× H1

0(Ω). Equivalently, introducing the spaces

H := Lr(Ω)× L2
tr(Ω) and Q := H0(divs; Ω) , (3.12)

and setting the notations

u⃗ := (u, t) , v⃗ := (v, r) ∈ H ,

with the norms of H and Q given by

∥u⃗∥H = ∥(u, t)∥H := ∥u∥0,r;Ω + ∥t∥0,Ω ∀ u⃗ ∈ H , and ∥τ∥Q := ∥τ∥divs;Ω ∀ τ ∈ Q ,

(3.13)

we find that (3.11) can be re-stated as: Find (u⃗,σ, ϕ) ∈ H×Q× H1
0(Ω) such that

a(u⃗, v⃗) + b(v⃗,σ) = Fϕ(v⃗) ∀ v⃗ ∈ H ,

b(u⃗, τ ) = G(τ ) ∀ τ ∈ Q ,

Aϕ,u(ϕ, ψ) = Fϕ(ψ) ∀ψ ∈ H1
0(Ω) ,

(3.14)

where a, b, and G are the bilinear forms and linear functional, respectively, defined as

a(w⃗, v⃗) :=

∫
Ω

K−1w · v + µ

∫
Ω

s : r ∀ w⃗ := (w, s), v⃗ := (v, r) ∈ H , (3.15)

b(v⃗, τ ) := −
∫
Ω

τ : r −
∫
Ω

v · div(τ ) ∀ v⃗ := (v, r) ∈ H, ∀ τ ∈ Q , (3.16)
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and

G(τ ) := −⟨τν,uD⟩Γ ∀ τ ∈ Q , (3.17)

whereas, given arbitrary (φ,w) ∈ H1
0(Ω)×Lr(Ω), the bilinear formAφ,w and the linear functionals

Fφ and Fφ are given, respectively, by

Aφ,w(ϕ, ψ) := ρ

∫
Ω

ϕψ +

∫
Ω

ϑ(φ)∇ϕ · ∇ψ −
∫
Ω

ϕw · ∇ψ ∀ϕ, ψ ∈ H1
0(Ω) , (3.18)

Fφ(v⃗) :=

∫
Ω

φ f · v ∀ v⃗ := (v, r) ∈ H , (3.19)

and

Fφ(ψ) :=

∫
Ω

f(φ)g · ∇ψ ∀ψ ∈ H1
0(Ω) . (3.20)

In what follows we proceed similarly as in [19] and utilize a fixed point strategy to analyze

the solvability of (3.14). More precisely, we first rewrite (3.14) in Section 3.2 as an equivalent

fixed point equation. Then, in Section 3.3 we show that the corresponding fixed-point operator is

well defined, and finally in Section 3.4 we apply the Schauder and Banach theorems to conclude

the existence and uniqueness of solution, respectively.

We end this section by summarizing, according to the analysis from the first part of it, that

the feasible choices for r (cf. (3.3)) and its conjugate s, are given by

r ∈


(2,+∞) if n = 2 ,

[3, 6] if n = 3 ,

and s ∈


(1, 2) if n = 2 ,

[6
5
, 3
2
] if n = 3 .

(3.21)

3.2 The fixed point strategy

We first let S : H1
0(Ω) → Lr(Ω) be the operator given by S(φ) := w for all φ ∈ H1

0(Ω), where

(w⃗, ζ) :=
(
(w, s), ζ

)
∈ H × Q is the unique solution (to be confirmed below) of the first two
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equations of (3.14) with φ instead of ϕ, that is

a(w⃗, v⃗) + b(v⃗, ζ) = Fφ(v⃗) ∀ v⃗ ∈ H ,

b(w⃗, τ ) = G(τ ) ∀ τ ∈ Q .

(3.22)

Similarly, we let S̃ : H1
0(Ω) × Lr(Ω) → H1

0(Ω) be the operator given by S̃(φ,w) := ϕ̃ for all

(φ,w) ∈ H1
0(Ω)× Lr(Ω), where ϕ̃ ∈ H1

0(Ω) is the unique solution (to be confirmed below) of the

third equation of (3.14) with the sub-indexes φ and w instead of ϕ and u, respectively, that is

Aφ,w(ϕ̃, ψ) = Fφ(ψ) ∀ψ ∈ H1
0(Ω) . (3.23)

Having defined S and S̃, we now introduce the operator T : H1
0(Ω) → H1

0(Ω) as

T (φ) := S̃
(
φ, S(φ)

)
∀φ ∈ H1

0(Ω) , (3.24)

and realize that solving (3.14) is equivalent to finding ϕ ∈ H1
0(Ω) such that

T (ϕ) = ϕ . (3.25)

3.3 Well-posedness of the uncoupled problems

In what follows we employ the Babuška-Brezzi theory in Banach spaces (cf. [23, Theorem 2.34])

and the classical Lax-Milgram Lemma in Hilbert spaces to show that S, S̃, and hence T , are well-

defined, which reduces, equivalently, to show that the uncoupled problems (3.22) and (3.23)

are well posed.

We begin by observing that a, b, Fφ and G are all bounded. Indeed, employing the Cauchy-

Schwarz and Hölder inequalities, the upper bound from (2.2), the continuous injection ir̄ :

H1(Ω) → Lr̄(Ω) (cf. (3.3)), and the duality pairing between H−1/2(Γ) and H1/2(Γ), we deduce



3.3. WELL-POSEDNESS OF THE UNCOUPLED PROBLEMS 25

the existence of positive constants

∥a∥ ≤ max
{
κ1, µ

}
, and ∥b∥ ≤ 1 , (3.26)

such that
|a(w⃗, v⃗)| ≤ ∥a∥ ∥w⃗∥H ∥v⃗∥H ∀ w⃗, v⃗ ∈ H , and

|b(v⃗, τ )| ≤ ∥b∥ ∥v⃗∥H ∥τ∥Q ∀ v⃗ ∈ H, ∀ τ ∈ Q ,

(3.27)

whereas

∥Fφ∥ := sup
v⃗∈H
v⃗ ̸=0

|Fφ(v⃗)|
∥v⃗∥H

≤ ∥ir̄∥ ∥φ∥1,Ω ∥f∥0,Ω , and ∥G∥ := sup
τ∈Q

τ ̸=0

|G(τ )|
∥τ∥Q

≤ ∥uD∥1/2,Γ . (3.28)

Next, we note that the kernel V of the operator induced by the bilinear form b is given by

V :=
{
v⃗ = (v, r) ∈ H : b(v⃗, τ ) := −

∫
Ω

τ : r −
∫
Ω

v · div(τ ) = 0 ∀ τ ∈ Q
}
,

from which, using the decomposition (3.10) and the fact that b(v⃗, I) = 0, and then integrating

by parts backwardly, it follows, similarly as derived in [19, Section 3.3], that

V :=
{
v⃗ = (v, r) ∈ Lr(Ω)× L2

tr(Ω) :

∫
Ω

τ : r +

∫
Ω

v · div(τ ) = 0 ∀ τ ∈ H(divs; Ω)
}

=
{
v⃗ = (v, r) ∈ Lr(Ω)× L2

tr(Ω) : r = ∇v and v ∈ H1
0(Ω)

}
.

(3.29)

The following lemma establishes a useful property of a, which in the Hilbert context would

be called V-ellipticity of this bilinear form. To this end, we require the Friedrichs-Poincaré

inequality, which establishes the existence of a positive constant cp such that

|w|21,Ω ≥ cp ∥w∥21,Ω ∀w ∈ H1
0(Ω) . (3.30)

Lemma 3.3.1. There exists a positive constant α, depending only on µ, cp, and the continuous
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injection ir : H
1(Ω) → Lr(Ω), such that

a(v⃗, v⃗) ≥ α ∥v⃗∥2H ∀ v⃗ ∈ V . (3.31)

Proof. Given v⃗ := (v, r) ∈ V, we know from (3.29) that r = ∇v and v ∈ H1
0(Ω). Then, using the

uniform positive definedness of K−1 (cf. (2.3)), (3.30), and the continuity of ir, we find that

a(v⃗, v⃗) =

∫
Ω

K−1v · v + µ ∥r∥20,Ω ≥ αK∥v∥20,Ω + µ ∥r∥20,Ω ≥ µ ∥r∥20,Ω

=
µ

2
|v|21,Ω +

µ

2
∥r∥20,Ω ≥ µcp

2∥ir∥2
∥v∥20,r;Ω +

µ

2
∥r∥20,Ω ,

(3.32)

which yields (3.31) with α := µ
2
min

{ cp
∥ir∥2 , 1

}
. □

We stress here that the term involving K−1 is despised in the second inequality of (3.32),

which means that this constant could be assumed to be as small as desired. In turn, as a straight-

forward consequence of (3.31) it follows that

sup
v⃗∈V
v⃗ ̸=0

a(w⃗, v⃗)

∥v⃗∥H
≥ α ∥w⃗∥H ∀ w⃗ ∈ H, w⃗ ̸= 0 and sup

w⃗∈V
a(w⃗, v⃗) > 0 ∀v⃗ ∈ V, v⃗ ̸= 0 . (3.33)

Next, we proceed as in [19, Lemma 3.3] to prove the continuous inf-sup condition for b.

To this end, we first notice that the inequality provided in [13, Lemma 3.1] (see also [19, eq.

(3.43)]), which holds for H0(div4/3; Ω) and whose proof is an adaptation of that of [24, Lemma

2.3], can be easily extended to the present range of s (cf. (3.21)), thus yielding the existence of

a positive constant c1, depending only on Ω and s, such that

∥τ d∥20,Ω + ∥div(τ )∥20,s;Ω ≥ c1 ∥τ∥20,Ω ∀ τ ∈ H0(divs; Ω) . (3.34)

Then, we have the following result.
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Lemma 3.3.2. There exists a positive constant β, depending only on c1 (cf. (3.34)), such that

sup
v⃗∈H
v⃗ ̸=0

b(v⃗, τ )

∥v⃗∥H
≥ β ∥τ∥Q ∀ τ ∈ Q . (3.35)

Proof. Given τ ∈ Q := H0(divs; Ω), we denote by M(τ ) the supreme on the left hand side of

(3.35). Then, assuming that τ d ̸= 0, we bound M(τ ) from below with w⃗ := (w, s) = (0,−τ d) ∈

H, so that, bearing in mind the definition of b (cf. (3.16)), we find that

M(τ ) ≥ b(w⃗, τ )

∥w⃗∥H
=

b
(
(0,−τ d), τ

)
∥τ d∥0,Ω

= ∥τ d∥0,Ω . (3.36)

In turn, if τ d = 0, that is τ = 1
n
tr(τ ) I, we take any r0 ∈ L2

tr(Ω), r0 ̸= 0, and bound M(τ )

from below with w⃗ := (w, s) = (0, r0) ∈ H, which yields M(τ ) ≥ 0 = ∥τ d∥0,Ω, thus confirming

(3.36) for all τ ∈ Q. Furthermore, if div(τ ) ̸= 0, we denote by τj the j-th row of τ for all

j ∈ {1, . . . , n}, and bound M(τ ) from below with w⃗ := (w,0) ∈ H, where, letting sgn be the

sign function, w := (w1, w2, . . . , wn), with wj := −sgn
(
div(τj)

)
|div(τj)|s/r for all j ∈ {1, 2, . . . , n}.

It follows that ∥w∥r0,r;Ω = ∥div(τ )∥s0,s;Ω and b
(
(w,0), τ

)
= ∥div(τ )∥s0,s;Ω, whence, noting that

s− s
r
= 1, we get

M(τ ) ≥ b(w⃗, τ )

∥w⃗∥H
=

b
(
(w,0), τ

)
∥w∥0,r;Ω

= ∥div(τ )∥0,s;Ω . (3.37)

Now, if div(τ ) = 0, we take an arbitrary w0 ∈ Lr(Ω), w0 ̸= 0, and simply bound M(τ ) with

w⃗ := (w0,0) ∈ H, which gives M(τ ) ≥ 0 = ∥div(τ )∥0,s;Ω, thus confirming (3.37) for all

τ ∈ Q. In this way, a simple computation using (3.34), (3.36), and (3.37) implies (3.35) with

β :=
c
1/2
1

2(1+c
1/2
1 )

, where c1 is precisely the constant from (3.34). □

We are now able to prove the well-definedness of the operator S.

Lemma 3.3.3. For each φ ∈ H1
0(Ω) there exists a unique S(φ) := w, where (w⃗, ζ) :=

(
(w, s), ζ

)
∈

H×Q is the unique solution of (3.22). Moreover, there exist positive constants CS and C̄S, depend-

ing only on α (cf. proof of Lemma 3.3.1), β (cf. proof of Lemma 3.3.2), ∥a∥ (cf. (3.26)), and ∥ir̄∥
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(cf. (3.3)), and hence independent of φ, such that

∥S(φ)∥0,r;Ω := ∥w∥0,r;Ω ≤ ∥w⃗∥H ≤ CS

{
∥φ∥1,Ω ∥f∥0,Ω + ∥uD∥1/2,Γ

}
(3.38)

and

∥ζ∥Q = ∥ζ∥divs;Ω ≤ C̄S

{
∥φ∥1,Ω ∥f∥0,Ω + ∥uD∥1/2,Γ

}
. (3.39)

Proof. Given φ ∈ H1
0(Ω), we first recall from (3.26) - (3.28) that a, b, Fφ, and G are all bounded.

Then, thanks to the inequalities provided by (3.33) (which are consequence of Lemma 3.3.1),

and Lemma 3.3.2, the existence of a unique solution (w⃗, ζ) :=
(
(w, s), ζ

)
∈ H ×Q to problem

(3.22) follows from a straightforward application of the Babuška-Brezzi theory in Banach spaces

(cf. [23, Theorem 2.34]). Moreover, the corresponding a priori estimates for w⃗ and ζ read

∥w⃗∥H ≤ 1

α
∥Fφ∥ +

1

β

(
1 +

∥a∥
α

)
∥G∥

and

∥ζ∥Q = ∥ζ∥divs;Ω ≤ 1

β

(
1 +

∥a∥
α

)
∥Fφ∥ +

∥a∥
β2

(
1 +

∥a∥
α

)
∥G∥ ,

which, along with the bounds for ∥Fφ∥ and ∥G∥ given in (3.28), yield (3.38) and (3.39) with

CS := max
{∥ir̄∥

α
,
1

β

(
1 +

∥a∥
α

)}
and C̄S :=

1

β

(
1 +

∥a∥
α

)
max

{
∥ir̄∥ ,

∥a∥
β

}
.

□

It remains to prove that S̃ is well-defined, equivalently that problem (3.23) is well-posed. For

this purpose, we first notice that for each pair (φ,w) ∈ H1
0(Ω)×Lr(Ω) the bilinear form Aφ,w (cf.

(3.18)) and the functional Fφ (cf. (3.20)) are bounded. In fact, employing the Cauchy-Schwarz

inequality, the upper bounds of ϑ and f (cf. (2.5)), and the inequality (3.4), we find from (3.18)
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and (3.20) that

∣∣Aφ,w(ϕ, ψ)∣∣ ≤ ∥Aφ,w∥ ∥ϕ∥1,Ω ∥ψ∥1,Ω ∀ϕ, ψ ∈ H1
0(Ω) , (3.40)

with

∥Aφ,w∥ ≤ ρ+ ϑ2 + ∥ir̄∥ ∥w∥0,r;Ω , (3.41)

and

∥Fφ∥ := sup
ψ∈H1

0(Ω)

ψ ̸=0

|Fφ(ψ)|
∥ψ∥1,Ω

≤ f2 |g| |Ω|1/2 . (3.42)

In addition, we introduce the ball

Br(Ω) :=
{
v ∈ Lr(Ω) : ∥v∥0,r;Ω ≤ ϑ1 cp

2 ∥ir̄∥

}
. (3.43)

Then, we have the following lemma providing the announced result for S̃.

Lemma 3.3.4. For each (φ,w) ∈ H1
0(Ω) × Br(Ω) there exists a unique ϕ̃ := S̃(φ,w) ∈ H1

0(Ω)

solution to (3.23). Moreover, there exists a positive constant CS̃, depending only on ϑ1 (cf. (2.5)),

cp (cf. (3.30)), and |Ω|, such that

∥S̃(φ,w)∥1,Ω = ∥ϕ̃∥1,Ω ≤ CS̃ |g| f2 . (3.44)

Proof. Given (φ,w) ∈ H1
0(Ω)×Br(Ω), it reduces to a straightforward application of the classical

Lax-Milgram lemma in Hilbert spaces, for which, knowing already from (3.40) - (3.42) that Aφ,w

and Fφ are bounded, it only remains to show that Aφ,w is H1
0(Ω)-elliptic. Indeed, bearing in mind

the definition of Aφ,w (cf. (3.18)), and employing the lower bound of ϑ (cf. (2.5)), and the

inequalities (3.30) and (3.4), we obtain for each ψ ∈ H1
0(Ω)

Aφ,w(ψ, ψ) ≥ ρ ∥ψ∥20,Ω + ϑ1 |ψ|21,Ω − ∥ir̄∥ ∥w∥0,r;Ω ∥ψ∥21,Ω

≥
{
ϑ1 cp − ∥ir̄∥ ∥w∥0,r;Ω

}
∥ψ∥21,Ω ,
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from which, using that ∥ir̄∥ ∥w∥0,r;Ω ≤ ϑ1 cp
2

, we conclude the H1
0(Ω)-ellipticity of Aφ,w with

constant

α̃A :=
ϑ1 cp
2

. (3.45)

In this way, the aforementioned lemma implies the existence of a unique ϕ̃ ∈ H1
0(Ω) solution to

(3.23), and the corresponding a priori estimate becomes ∥ϕ̃∥1,Ω ≤ 1
α̃A

∥Fφ∥, which, according to

(3.42), yields (3.44) with CS̃ := 2 |Ω|1/2
ϑ1 cp

. □

Similarly as observed for K−1 right after the proof of Lemma 3.3.1, we remark here that

bounding below by 0 the term multiplied by the porosity ρ does not affect the above proof of

ellipticity, and hence this parameter could also be assumed as small as required.

3.4 Solvability analysis of the fixed point equation

Having proved in the previous section that the operators S and S̃ (and hence T ) are well defined,

we now employ the Schauder and Banach fixed point theorems to address the solvability analysis

of the fixed point equation (3.25). We first recall from [18, Theorem 9.12-1(b)] the first of the

aforementioned classical results, which reads as follows.

Theorem 3.4.1. Let W be a closed and convex subset of a Banach space X and let T : W → W be

a continuous mapping such that T (W ) is compact. Then T has at least one fixed point.

Next, we proceed to verify that, under suitable assumptions on the data, the operator T

satisfies the hypotheses of Theorem 3.4.1. To this end, given δ > 0, we let W be the closed and

convex subset of H1
0(Ω) defined by

W :=
{
φ ∈ H1

0(Ω) : ∥φ∥1,Ω ≤ δ
}
, (3.46)

and begin the analysis establishing that T maps W into itself.
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Lemma 3.4.2. Assume that the data satisfy

δ ∥f∥0,Ω + ∥uD∥1/2,Γ ≤ ϑ1 cp
2 ∥ir̄∥CS

and |g|f2 ≤ δ

CS̃
. (3.47)

Then T (W ) ⊆ W .

Proof. Given φ ∈ W , it follows from (3.38) and the first restriction in (3.47) that

∥S(φ)∥0,r;Ω ≤ CS

{
δ ∥f∥0,Ω + ∥uD∥1/2,Γ

}
≤ ϑ1 cp

2 ∥ir̄∥
,

which says that w := S(φ) ∈ Lr(Ω) verifies the hypothesis of Lemma 3.3.4. Hence, T (φ) :=

S̃
(
φ, S(φ)

)
is well-defined, and the corresponding a priori estimate (3.44) along with the second

assumption in (3.47) yield ∥T (φ)∥1,Ω ≤ δ, thus ending the proof. □

Our next goal is to derive the continuity properties of the operators S, S̃, and T . The corre-

sponding result for S is given by the following lemma.

Lemma 3.4.3. There exists a positive constant LS, depending only on α, such that

∥S(φ)− S(φ0)∥0,r;Ω ≤ LS ∥f∥0,Ω ∥φ− φ0∥0,r̄;Ω ∀φ, φ0 ∈ H1
0(Ω) , (3.48)

and hence S : H1
0(Ω) → Lr(Ω) is continuous.

Proof. Given φ, φ0 ∈ H1
0(Ω), we let (w⃗, ζ) :=

(
(w, s), ζ

)
∈ H×Q and (w⃗0, ζ0) :=

(
(w0, s0), ζ0

)
∈

H × Q be the unique solutions of (3.22) with Fφ and Fφ0, respectively, so that w := S(φ) and

w0 := S(φ0). It follows from the corresponding second equations of (3.22) that w⃗ − w⃗0 ∈ V

(cf. (3.29)), and hence the V-ellipticity of a (cf. (3.31)) along with the first equations applied

to v⃗ := w⃗ − w⃗0, yield

α ∥w⃗ − w⃗0∥2H ≤ a(w⃗, w⃗ − w⃗0)− a(w⃗0, w⃗ − w⃗0) = Fφ−φ0(w⃗ − w⃗0) .
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Next, employing the Cauchy-Schwarz and Hölder inequalities, similarly as we did for the deriva-

tion of the upper bound of ∥Fφ∥ (cf. (3.28)), but without using the boundedness of ir̄, we deduce

from (3.19) that

Fφ−φ0(w⃗ − w⃗0) ≤ ∥f∥0,Ω ∥φ− φ0∥0,r̄;Ω ∥w⃗ − w⃗0∥H ,

which, replaced back into (3.4), implies

α ∥w⃗ − w⃗0∥H ≤ ∥f∥0,Ω ∥φ− φ0∥0,r̄;Ω , (3.49)

whence we conclude (3.48) with LS := 1
α
. Finally, the continuous injection ir̄ : H

1(Ω) → Lr̄(Ω)

and (3.48) yield the continuity of S. □

In order to prove the same property for S̃, we need to assume a suitable regularity assumption

for this operator, namely:

(RAS̃) for each (φ,w) ∈ H1
0(Ω) × Br(Ω), there holds S̃(φ,w) ∈ H1

0(Ω) ∩ H1+ϵ(Ω) with ϵ ∈ (0, 1)

(resp. ϵ ∈ (1/2, 1)) when n = 2 (resp. n = 3), and there exists a positive constant C̃ϵ, indepen-

dent of (φ,w), such that

∥S̃(φ,w)∥1+ϵ,Ω ≤ C̃ϵ |g| f2 . (3.50)

Motivated by (RAS̃), from now on we denote by ∇ϵ the usual gradient operator mapping

H1+ϵ(Ω) continuously into Hϵ(Ω). Furthermore, we recall that the Sobolev embedding Theorem

(cf. [28, Theorem 1.3.4] and [1, Theorem 4.12]) guarantees the continuity of the injection

iϵ : Hϵ(Ω) → Lϵ
∗
(Ω) ,

where

ϵ∗ :=


2

1− ϵ
if n = 2 ,

6

3− 2ϵ
if n = 3 .
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Then, bearing in mind (3.43) and (RAS̃), the announced result on S̃ is established as follows.

Lemma 3.4.4. There exists a positive constant LS̃, depending only on α̃A, ∥iϵ∥, ∥∇ϵ∥, and ∥ir̄∥,

such that for all (φ,w), (φ0,w0) ∈ H1
0(Ω)×Br(Ω) there holds

∥S̃(φ,w)− S̃(φ0,w0)∥1,Ω ≤ LS̃

{
Lf |g| ∥φ− φ0∥0,Ω

+Lϑ ∥S̃(φ0,w0)∥1+ϵ,Ω ∥φ− φ0∥0,n
ϵ
;Ω + ∥S̃(φ0,w0)∥1,Ω ∥w −w0∥0,r;Ω

}
,

(3.51)

and hence S̃ : H1
0(Ω)×Br(Ω) → H1

0(Ω) is continuous.

Proof. Given (φ,w), (φ0,w0) ∈ H1
0(Ω) × Br(Ω), we let ϕ̃ := S̃(φ,w) ∈ H1

0(Ω) and ϕ̃0 :=

S̃(φ0,w0) ∈ H1
0(Ω) be the unique respective solutions of (3.23), that is

Aφ,w(ϕ̃, ψ) = Fφ(ψ) and Aφ0,w0(ϕ̃0, ψ) = Fφ0(ψ) ∀ψ ∈ H1
0(Ω) .

Applying the ellipticity of Aφ,w (cf. proof of Lemma 3.3.4) to ϕ̃ − ϕ̃0, and then subtracting and

adding Fφ0(ϕ̃− ϕ̃0) = Aφ0,w0(ϕ̃0, ϕ̃− ϕ̃0), we obtain

α̃A ∥ϕ̃− ϕ̃0∥21,Ω ≤ Aφ,w(ϕ̃, ϕ̃− ϕ̃0)− Aφ,w(ϕ̃0, ϕ̃− ϕ̃0)

= Fφ(ϕ̃− ϕ̃0)− Fφ0(ϕ̃− ϕ̃0) + Aφ0,w0(ϕ̃0, ϕ̃− ϕ̃0)− Aφ,w(ϕ̃0, ϕ̃− ϕ̃0) .

(3.52)

Then, employing the definitions of Fφ and Fφ0 (cf. (3.20)), the Lipschitz-continuity of f (cf.

(2.6)), and the Cauchy-Schwarz inequality, we obtain

Fφ(ϕ̃− ϕ̃0)− Fφ0(ϕ̃− ϕ̃0) =

∫
Ω

{
f(φ)− f(φ0)

}
g · ∇(ϕ̃− ϕ̃0)

≤ Lf |g| ∥φ− φ0∥0,Ω |ϕ̃− ϕ̃0|1,Ω .
(3.53)

In turn, according to (3.18), and then making use of the Lipschitz-continuity of ϑ (cf. (2.6)), the

Cauchy-Schwarz and Hölder inequalities, (3.3), and the continuous injection ir̄ : H1(Ω) → Lr̄(Ω),
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we find that

Aφ0,w0(ϕ̃0, ϕ̃− ϕ̃0)− Aφ,w(ϕ̃0, ϕ̃− ϕ̃0)

=

∫
Ω

(
ϑ(φ0)− ϑ(φ)

)
∇ϕ̃0 · ∇(ϕ̃− ϕ̃0) +

∫
Ω

ϕ̃0 (w −w0) · ∇(ϕ̃− ϕ̃0)

≤
{
Lϑ ∥φ− φ0∥0,2k;Ω ∥∇ϕ̃0∥0,2m;Ω + ∥ir̄∥ ∥ϕ̃0∥1,Ω ∥w −w0∥0,r;Ω

}
|ϕ̃− ϕ̃0|1,Ω ,

(3.54)

where k, m ∈ (1,+∞) are conjugate to each other. Thus, replacing (3.53) and (3.54) back into

(3.52), and performing a simple algebraic manipulation, we arrive at

α̃A ∥S̃(φ,w)− S̃(φ0,w0)∥1,Ω = α̃A ∥ϕ̃− ϕ̃0∥1,Ω

≤
{
Lf |g| ∥φ− φ0∥0,Ω + Lϑ ∥φ− φ0∥0,2k;Ω ∥∇ϕ̃0∥0,2m;Ω + ∥ir̄∥ ∥ϕ̃0∥1,Ω ∥w −w0∥0,r;Ω

}
.

(3.55)

Next, in order to control the second term on the right hand side of (3.55), we proceed as in [2],

[6], and [7], so that, thanks to the continuity of iϵ ◦∇ϵ : H
1+ϵ(Ω) → Lϵ

∗
(Ω), we simply choose m

such that 2m = ϵ∗. In this way, we obtain

∥∇ϕ̃0∥0,2m;Ω = ∥∇S̃(φ0,w0)∥0,ϵ∗;Ω ≤ ∥iϵ∥ ∥∇S̃(φ0,w0)∥ϵ,Ω ≤ ∥iϵ∥ ∥∇ϵ∥ ∥S̃(φ0,w0)∥1+ϵ,Ω ,

(3.56)

where the latter can be bounded, if needed, by using (3.50). In addition, due to the above

choice of m, it readily follows that 2k = n
ϵ
. Consequently, employing this latter identity and the

estimate (3.56) in (3.55), we are led to (3.51) with LS̃ := α̃−1
A max

{
1, ∥iϵ∥ ∥∇ϵ∥, ∥ir̄∥

}
. Hence,

(3.51) along with the continuous injections it : H1(Ω) → Lt(Ω), with t ∈
{
2, n

ϵ

}
, the second one

being consequence of the stipulated ranges for ϵ in (RAS̃), imply the continuity of S̃. □

As a straightforward consequence of Lemmas 3.4.3 and 3.4.4 we obtain the continuity prop-

erty of T to be stated next. Recall that, given δ > 0, W denotes the ball defined in (3.46).

Lemma 3.4.5. Assume the first restriction of (3.47), that is

δ ∥f∥0,Ω + ∥uD∥1/2,Γ ≤ ϑ1 cp
2 ∥ir̄∥CS

. (3.57)
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Then, there exists a positive constant LT , depending only on LS̃ and LS, such that

∥T (φ)− T (φ0)∥1,Ω ≤ LT

{
Lf |g| ∥φ− φ0∥0,Ω + Lϑ ∥T (φ0)∥1+ϵ,Ω ∥φ− φ0∥0,n

ϵ
;Ω

+ ∥T (φ0)∥1,Ω ∥f∥0,Ω ∥φ− φ0∥0,r̄;Ω
}

∀φ, φ0 ∈ W ,

(3.58)

and hence T : W → H1
0(Ω) is continuous.

Proof. Given φ, φ0 ∈ W , and thanks to (3.57), we know from the first part of the proof of

Lemma 3.4.2 that T (φ) := S̃
(
φ, S(φ)

)
and T (φ0) := S̃

(
φ0, S(φ0)

)
are well defined. Then, a

direct application of Lemma 3.4.4 to (φ,w) =
(
φ, S(φ)

)
and (φ0,w0) =

(
φ0, S(φ0)

)
, yields

∥T (φ)− T (φ0)∥1,Ω = ∥S̃
(
φ, S(φ)

)
− S̃

(
φ0, S(φ0)

)
∥1,Ω ≤ LS̃

{
Lf |g| ∥φ− φ0∥0,Ω

+Lϑ ∥T (φ0)∥1+ϵ,Ω ∥φ− φ0∥0,n
ϵ
;Ω + ∥T (φ0)∥1,Ω ∥S(φ)− S(φ0)∥0,r;Ω

}
.

(3.59)

Thus, bounding ∥S(φ)−S(φ0)∥0,r;Ω in (3.59) by the estimate provided by Lemma 3.4.3, we arrive

at the required inequality (3.58) with LT := LS̃ max
{
1, LS

}
. Finally, the continuous injections

it : H
1(Ω) → Lt(Ω), with t ∈

{
2, n

ϵ
, r̄
}

, along with (3.58), give the continuity of T . □

For the result to be provided next, we need to assume that r̄ < 6 when n = 3, which means,

equivalently, that the feasible ranges for r and s specified in (3.21) need not to include r = 3

and s = 3
2

in this case. As a consequence, we may consider, instead of (3.21), the following

r ∈


(2,+∞) if n = 2 ,

(3, 6] if n = 3 ,

and s ∈


(1, 2) if n = 2 ,

[6
5
, 3
2
) if n = 3 .

(3.60)

We are now in a position to establish our first solvability result for (3.14).

Theorem 3.4.6. Assume (3.60), and that the data satisfy (3.47). Then, the mixed-primal scheme
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(3.14) has at least one solution (u⃗,σ, ϕ) ∈ H×Q× H1
0(Ω) with ϕ ∈ W , and there holds

∥u⃗∥H ≤ CS

{
δ ∥f∥0,Ω + ∥uD∥1/2,Γ

}
, (3.61)

∥σ∥Q ≤ C̄S

{
δ ∥f∥0,Ω + ∥uD∥1/2,Γ

}
, (3.62)

and

∥ϕ∥1,Ω ≤ CS̃ |g| f2 =
2 |Ω|1/2

ϑ1 cp
|g| f2 . (3.63)

Proof. We proceed analogously to the proof of [2, Lemma 3.12]. In fact, we know from

Lemma 3.4.2 that (3.47) guarantees that T maps W into itself. Next, we recall from the

Rellich-Kondrachov Theorem (cf. [1, Theorem 6.3], [28, Theorem 1.3.5]) that the injection

it : H
1(Ω) → Lt(Ω) is compact, and hence continuous, for all t ∈ [1,+∞) when n = 2, and for all

t ∈ [1, 6) when n = 3. It follows that t = 2 belongs to the indicated ranges in both dimensions,

and that, according to the assumptions on ϵ (cf. (RAS̃)), the same is valid for t = n
ϵ
. In turn,

thanks to (3.60) this is also true for t = r̄ (cf. (3.3)). In this way, we have that in both dimen-

sions the injections it : H1(Ω) → Lt(Ω), with t ∈
{
2, n

ϵ
, r̄
}

, are all compact. This fact, along with

the reflexivity of H1
0(Ω) and the estimate (3.58) (cf. Lemma 3.4.5), allow to prove that each se-

quence in W has a subsequence whose image by T converges in H1(Ω), which shows that T (W )

is compact. Consequently, a straightforward application of the Schauder theorem (cf. Theorem

3.4.1) yields the existence of a solution (u⃗,σ, ϕ) ∈ H × Q × H1
0(Ω) of (3.14), with ϕ ∈ W . In

addition, the fact that ϕ = T (ϕ) = S̃
(
ϕ, S(ϕ)

)
and u = S(ϕ), along with the a priori estimates

(3.38), (3.39), and (3.44), imply (3.61), (3.62), and (3.63), which completes the proof. □

On the other hand, applying the continuity of the injections it : H1(Ω) → Lt(Ω), with t ∈{
2, n

ϵ
, r̄
}

, to the right hand side of (3.58), we arrive at

∥T (φ)− T (φ0)∥1,Ω

≤ LT

{
Lf |g| + ∥in

ϵ
∥Lϑ ∥T (φ0)∥1+ϵ,Ω + ∥ir̄∥ ∥T (φ0)∥1,Ω ∥f∥0,Ω

}
∥φ− φ0∥1,Ω
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for all φ, φ0 ∈ W , from which, employing the bounds for ∥T (φ0)∥1,Ω and ∥T (φ0)∥1+ϵ,Ω that arise

from (3.44) and (3.50), respectively, we obtain

∥T (φ)− T (φ0)∥1,Ω ≤ L̃T

{
Lf |g| + Lϑ |g| f2 + |g| f2 ∥f∥0,Ω

}
∥φ− φ0∥1,Ω

for all φ, φ0 ∈ W , where L̃T := LT max
{
1, ∥in

ϵ
∥ C̃ϵ, ∥ir̄∥CS̃

}
.

Then, we have our second solvability result for (3.14).

Theorem 3.4.7. Assume (3.21), and that the data satisfy (3.47) and

L̃T

{
Lf |g| + Lϑ |g| f2 + |g| f2 ∥f∥0,Ω

}
< 1 . (3.64)

Then, the mixed-primal scheme (3.14) has a unique solution (u⃗,σ, ϕ) ∈ H×Q×H1
0(Ω) with ϕ ∈ W ,

and there holds (3.61), (3.62), and (3.63).

Proof. The uniqueness of solution follows from (3.64) and a straightforward application of the

Banach fixed-point theorem, whereas the a priori bounds are derived as in the proof of Theorem

3.4.6. □



Chapter 4
The Galerkin scheme

In this section we introduce the Galerkin scheme of the primal-mixed formulation (3.14), and

analyze its solvability by applying a discrete version of the fixed point strategy developed in

Section 3.2. To this end, we let Hu
h , Ht

h, Hσ
h , and Hϕ

h be arbitrary finite element subspaces de

Lr(Ω), L2
tr(Ω), H(divs; Ω), and H1

0(Ω), respectively. Hereafter, h := max
{
hK : K ∈ Th

}
stands

for the size of a regular triangulation Th of Ω̄ made up of triangles K (when n = 2) or tetrahedra

K (when n = 3) of diameter hK . Then, denoting

Hh := Hu
h ×Ht

h , Qh := Hσ
h ∩H0(divs; Ω) , u⃗h := (uh, th) , v⃗h := (vh, sh) ∈ Hh , (4.1)

the Galerkin scheme associated with (3.14) reads: Find (u⃗h,σh, ϕh) ∈ Hh ×Qh × Hϕ
h such that

a(u⃗h, v⃗h) + b(v⃗h,σh) = Fϕh(v⃗h) ∀ v⃗h ∈ Hh ,

b(u⃗h, τh) = G(τh) ∀ τh ∈ Qh ,

Aϕh,uh(ϕh, ψh) = Fϕh(ψh) ∀ψh ∈ Hϕ
h .

(4.2)

38



4.1. THE DISCRETE FIXED POINT STRATEGY 39

4.1 The discrete fixed point strategy

In what follows we adopt the discrete analogue of the procedure introduced in Section 3.2 to

analyze the solvability of (4.2). In fact, we begin by letting Sh : H
ϕ
h → Hu

h be the operator given

by Sh(φh) := wh for all φh ∈ Hϕ
h, where (w⃗h, ζh) :=

(
(wh, sh), ζh

)
∈ Hh × Qh is the unique

solution (to be confirmed later on) of the first two equations of (4.2) with φh instead of ϕh, that

is
a(w⃗h, v⃗h) + b(v⃗h, ζh) = Fφh(v⃗h) ∀ v⃗h ∈ Hh ,

b(w⃗h, τh) = G(τh) ∀ τh ∈ Qh .

(4.3)

Additionally, we let S̃h : Hϕ
h × Hu

h → Hϕ
h be the operator given by S̃h(φh,wh) := ϕ̃h for all

(φh,wh) ∈ Hϕ
h×Hu

h , where ϕ̃h ∈ Hϕ
h is the unique solution (to be confirmed later on) of the third

equation of (4.2) with the sub-indexes φh and wh instead of ϕh and uh, respectively, that is

Aφh,wh(ϕ̃h, ψh) = Fφh(ψh) ∀ψh ∈ Hϕ
h . (4.4)

In this way, we now introduce the operator Th : H
ϕ
h → Hϕ

h as

Th(φh) := S̃h
(
φh, Sh(φh)

)
∀φh ∈ Hϕ

h , (4.5)

and readily realize that solving (4.2) is equivalent to finding ϕh ∈ Hϕ
h such that

Th(ϕh) = ϕh . (4.6)

4.2 Well-definedness of the discrete operators

In this section we apply the discrete versions of the Babuška-Brezzi theory and Lax-Milgram

Lemma in Banach and Hilbert spaces, respectively, to prove that the operators Sh, S̃h, and hence
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Th, are well-defined. As observed in the previous section, these goals reduce, equivalently, to

establish that the uncoupled problems (4.3) and (4.4) are well-posed. To this end, and regarding

in particular (4.3), we first let Vh be the null space of the operator induced by b|Hh×Qh
, that is

Vh :=
{
v⃗h := (vh, rh) ∈ Hh : b(v⃗h, τh) = 0 ∀ τh ∈ Qh

}
=

{
v⃗h := (vh, rh) ∈ Hh :

∫
Ω

τh : rh +

∫
Ω

vh · div(τh) = 0 ∀ τh ∈ Qh

}
.

(4.7)

Furthermore, in what follows we make use of the L2(Ω)-orthogonal decomposition

Ht
h = Ht

h,s ⊕ Ht
h,a , (4.8)

where

Ht
h,s :=

{
rh ∈ Ht

h : rth = rh

}
and Ht

h,a :=
{
rh ∈ Ht

h : rth = −rh

}
. (4.9)

In this way, each rh ∈ Ht
h can be uniquely decomposed as rh = rh,s + rh,a, with rh,s ∈ Ht

h,s and

rh,a ∈ Ht
h,a, so that there holds

1√
2

{
∥rh,s∥0,Ω + ∥rh,a∥0,Ω

}
≤ ∥rh∥0,Ω ≤ ∥rh,s∥0,Ω + ∥rh,a∥0,Ω . (4.10)

The rest of the analysis proceeds as in [19, Section 4.2], for which we assume from now on

the following hypotheses:

(H.1) there exists a positive constant cd, independent of h, such that

∥rh,s∥0,Ω ≥ cd ∥(vh, rh,a)∥H ∀ v⃗h := (vh, rh) ∈ Vh , (4.11)

(H.2) there exists a positive constant βd, independent of h, such that

sup
v⃗h∈Hh
v⃗h ̸=0

b(v⃗h, τh)

∥v⃗h∥H
≥ βd ∥τh∥Q ∀ τh ∈ Qh . (4.12)
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Specific finite element subspaces satisfying these conditions, which are utilized in what fol-

lows to establish the well-posedness of (4.3), will be introduced later on in Section 4.5.

We begin with the following lemma establishing the Vh-ellipticity of a.

Lemma 4.2.1. There exists a positive constant αd, depending only on µ and cd, such that

a(v⃗h, v⃗h) ≥ αd ∥v⃗h∥2H ∀ v⃗h ∈ Vh . (4.13)

Proof. It proceeds similarly to the proof of Lemma 3.3.1. In fact, given v⃗h := (vh, rh) ∈ Vh, we

first let rh,s ∈ Ht
h,s and rh,a ∈ Ht

h,a be such that rh = rh,s + rh,a. Then, employing the uniform

positive definedness of K−1 (cf. (2.3)) and (H.1), we find that

a(v⃗h, v⃗h) =

∫
Ω

K−1vh · vh + µ ∥rh∥20,Ω ≥ αK∥vh∥20,Ω + µ ∥rh∥20,Ω ≥ µ ∥rh∥20,Ω

=
µ

2
∥rh,s∥20,Ω +

µ

2
∥rh,s∥20,Ω + µ∥rh,a∥20,Ω ≥ µ

2
∥rh∥20,Ω +

µ c2d
2

∥(vh, rh,a)∥2H ,

which, according to (3.13), yields (4.13) with αd := µ
4
min

{
1, c2d

}
. □

We continue next with the discrete version of Lemma 3.3.3, which proves that the operator

Sh is well defined, equivalently that (4.3) is well-posed.

Lemma 4.2.2. For each φh ∈ Hϕ
h there exists a unique Sh(φh) := wh, where (w⃗h, ζh) :=

(
(wh, sh), ζh

)
∈ Hh ×Qh is the unique solution of (4.3). Moreover, there exist positive constants CS,d and C̄S,d,

depending only on αd (cf. proof of Lemma 4.2.1), βd (cf. (H.2)), ∥a∥ (cf. (3.26)), and ∥ir̄∥ (cf.

(3.3)), and hence independent of φh, such that

∥Sh(φh)∥0,r;Ω := ∥wh∥0,r;Ω ≤ ∥w⃗h∥H ≤ CS,d

{
∥φh∥1,Ω ∥f∥0,Ω + ∥uD∥1/2,Γ

}
(4.14)

and

∥ζh∥Q = ∥ζh∥divs;Ω ≤ C̄S,d

{
∥φh∥1,Ω ∥f∥0,Ω + ∥uD∥1/2,Γ

}
. (4.15)
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Proof. Given φh ∈ Hϕ
h, it proceeds similarly to the proof of Lemma 3.3.3. In fact, we first

recall from (3.26) - (3.28) that a, b, Fφh, and G are all bounded. This fact, along with the

discrete analogue of the first inequality in (3.33), which follows from (4.13), and (H.2), meet the

hypotheses required by the discrete Babuška-Brezzi theory in Banach spaces (cf. [23, Proposition

2.42]), and hence there exists a unique (w⃗h, ζh) :=
(
(wh, sh), ζh

)
∈ Hh ×Qh solution to (4.3).

Moreover, the corresponding a priori error estimates yield (4.14) and (4.15) with

CS,d := max
{∥ir̄∥
αd

,
1

βd

(
1 +

∥a∥
αd

)}
and C̄S,d :=

1

βd

(
1 +

∥a∥
αd

)
max

{
∥ir̄∥ ,

∥a∥
βd

}
.

□

Having established that Sh is well-defined, we now aim to prove the same property for the

operator S̃h. To this end, we first introduce the discrete ball

Br
h(Ω) :=

{
vh ∈ Hu

h : ∥vh∥0,r;Ω ≤ ϑ1 cp
2 ∥ir̄∥

}
. (4.16)

Then, the discrete analogue of Lemma 3.3.4 reads as follows.

Lemma 4.2.3. For each (φh,wh) ∈ Hϕ
h × Br

h(Ω) there exists a unique ϕ̃h := S̃h(φh,wh) ∈ Hϕ
h

solution to (4.4). Moreover, with the same constant CS̃ from the proof of Lemma 3.3.4, which

depends only on ϑ1 (cf. (2.5)), cp (cf. (3.30)), and |Ω|, there holds

∥S̃h(φh,wh)∥1,Ω = ∥ϕ̃h∥1,Ω ≤ CS̃ |g| f2 . (4.17)

Proof. It is almost verbatim to the proof of Lemma 3.3.4 by applying in this case the discrete

version of the Lax-Milgram lemma. Indeed, given (φh,wh) ∈ Hϕ
h × Br

h(Ω), the boundedness of

Aφh,wh and Fφh follows again from (3.40) - (3.42), whereas (2.5), (3.30), and (3.4) yield the

Hϕ
h-ellipticity of Aφh,wh with the same constant α̃A defined in (3.45). Further details are omitted.

□
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4.3 Solvability analysis of the discrete fixed point equation

Once the discrete operators Sh, S̃h, and hence Th, have been shown to be well-defined, we

now apply the Brouwer theorem (cf. [18, Theorem 9.9-2]) to address the solvability analysis of

the corresponding fixed point equation (4.6). To this end, we proceed similarly to the analysis

developed in Section 3.4 by considering first a radius δ > 0 and introducing the ball

Wh :=
{
φh ∈ Hϕ

h : ∥φh∥1,Ω ≤ δ
}
, (4.18)

which is clearly a compact and convex subset of the finite dimensional space Hϕ
h. Then, the

discrete analogue of Lemma 3.4.2 is stated as follows.

Lemma 4.3.1. Assume that the data satisfy

δ ∥f∥0,Ω + ∥uD∥1/2,Γ ≤ ϑ1 cp
2 ∥ir̄∥CS,d

and |g|f2 ≤ δ

CS̃
. (4.19)

Then Th(Wh) ⊆ Wh.

Proof. Similarly to the proof of Lemma 3.4.2, it is a direct consequence of Lemmas 4.2.2 and

4.2.3, and particularly of the respective a priori bounds (4.14) and (4.17). □

We now aim to prove that Th is continuous, for which we previously need to address the same

property for Sh and S̃h. We begin with the discrete version of Lemma 3.4.3.

Lemma 4.3.2. There exists a positive constant LS,d, depending only on αd and ∥ir̄∥, such that

∥S(φh)− S(φ0,h)∥0,r;Ω ≤ LS,d ∥f∥0,Ω ∥φh − φ0,h∥1,Ω ∀φh, φ0,h ∈ Hϕ
h . (4.20)

Proof. It is analogous to the proof of Lemma 3.4.3. In fact, given φh, φ0,h ∈ Hϕ
h, one employs now

the Vh-ellipticity of awith constant αd (cf. proof of Lemma 4.2.1), as well as the Cauchy-Schwarz
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and Hölder inequalities, to deduce, similarly as done in (3.4) - (3.49), that

∥S(φh)− S(φ0,h)∥0,r;Ω ≤ 1

αd

∥f∥0,Ω ∥φh − φ0,h∥0,r̄;Ω .

In this way, the foregoing inequality and the continuous injection ir̄ : H1(Ω) → Lr̄(Ω) yield (4.20)

with the constant LS,d := ∥ir̄∥
αd

. □

Now, having in mind the ball Br
h(Ω) (cf. (4.16)), we establish next the continuity property of

S̃h. In this regard, we stress in advance that, instead of the regularity hypothesis (RAS̃), which

is not applicable in the present discrete context, it suffices to employ the Cauchy-Schwarz and

Hölder inequalities yielding an Lr̄ − Lr − L2 argument to obtain the discrete version of (3.51).

More precisely, we have the following lemma.

Lemma 4.3.3. There exists a positive constant LS̃,d, depending only on α̃A and ∥ir̄∥, such that for

all (φh,wh), (φ0,h,w0,h) ∈ Hϕ
h ×Br

h(Ω) there holds

∥S̃h(φh,wh)− S̃h(φ0,h,w0,h)∥1,Ω ≤ LS̃,d

{
Lf |g| ∥φh − φ0,h∥1,Ω

+Lϑ ∥∇S̃(φ0,h,w0,h)∥0,r;Ω ∥φh − φ0,h∥1,Ω + ∥S̃(φ0,h,w0,h)∥1,Ω ∥wh −w0,h∥0,r;Ω
}
.

(4.21)

Proof. Given (φh,wh), (φ0,h,w0,h) ∈ Hϕ
h×Br

h(Ω), we proceed as we did in (3.52) - (3.54), noting

in particular that the ellipticity of Aφh,wh holds with the same constant α̃A defined in (3.45), to

deduce that the discrete analogue of (3.55), with k = j and m = ℓ (cf. (3.3)), becomes

α̃A ∥S̃(φh,wh)− S̃(φ0,h,w0,h)∥1,Ω ≤
{
Lf |g| ∥φh − φ0,h∥0,Ω

+Lϑ ∥∇S̃(φ0,h,w0,h)∥0,r;Ω ∥φh − φ0,h∥0,r̄;Ω + ∥ir̄∥ ∥S̃(φ0,h,w0,h)∥1,Ω ∥wh −w0,h∥0,r;Ω
}
.

(4.22)

In this way, (4.21) follows from (4.22) with the constant LS̃,d := α̃−1
A max

{
1, ∥ir̄∥

}
. □

As a direct consequence of Lemmas 4.3.2 and 4.3.3, the continuity property of Th is stated as

follows.
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Lemma 4.3.4. Assume the first restriction of (4.19), that is

δ ∥f∥0,Ω + ∥uD∥1/2,Γ ≤ ϑ1 cp
2 ∥ir̄∥CS,d

. (4.23)

Then, there exists a positive constant LT,d, depending only on LS̃,d and LS,d, such that

∥Th(φh)− Th(φ0,h)∥1,Ω ≤ LT,d

{
Lf |g| + Lϑ ∥∇Th(φ0,h)∥0,r;Ω

+ ∥Th(φ0,h)∥1,Ω ∥f∥0,Ω
}
∥φh − φ0,h∥1,Ω ∀φh, φ0,h ∈ Wh .

(4.24)

Proof. Given φh, φ0,h ∈ Wh, we first apply (4.21) to (φh,wh) and (φ0,h,w0,h) with wh := Sh(φh)

and w0,h := Sh(φ0,h), which, according to the definition of Th (cf. (4.5)), gives

∥Th(φh)− Th(φ0,h)∥1,Ω ≤ LS̃,d

{
Lf |g| ∥φh − φ0,h∥1,Ω

+Lϑ ∥∇Th(φ0,h)∥0,r;Ω ∥φh − φ0,h∥1,Ω + ∥Th(φ0,h)∥1,Ω ∥Sh(φh)− Sh(φ0,h)∥0,r;Ω
}
.

(4.25)

Note that, thanks to (4.23) and (4.14) (cf. Lemma 4.2.2), both Sh(φh) and Sh(φ0,h) belong to

Br
h(Ω) (cf. (4.16)). Finally, employing (4.20) (cf. Lemma 4.3.2) in the last term of (4.25) we

arrive at (4.24) with the constant LT,d := LS̃,d max
{
1, LS,d

}
. □

Regarding the inequality (4.24), we remark that, while it certainly establishes the continuity

of Th, the lack of control of the term ∥∇Th(φ0,h)∥0,r;Ω does not allow us to deduce Lipschitz-

continuity and hence nor contractivity of Th. Consequently, we are capable to provide next only

the existence of a fixed point of this operator.

Theorem 4.3.5. Assume that the data satisfy (4.19). Then, the Galerkin scheme (4.2) has at least

one solution (u⃗h,σh, ϕh) ∈ Hh ×Qh × Hϕ
h with ϕh ∈ Wh, and there holds

∥u⃗h∥H ≤ CS,d

{
δ ∥f∥0,Ω + ∥uD∥1/2,Γ

}
, (4.26)

∥σh∥Q ≤ C̄S,d

{
δ ∥f∥0,Ω + ∥uD∥1/2,Γ

}
, (4.27)
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and

∥ϕh∥1,Ω ≤ CS̃ |g| f2 =
2 |Ω|1/2

ϑ1 cp
|g| f2 . (4.28)

Proof. Since Wh is compact and convex, and Lemma 4.3.1 guarantees, thanks to (4.19), that Th

maps Wh into itself, a straightforward application of the Brouwer theorem yields the existence

of solution for (4.2). In turn, since ϕh = Th(ϕh) = S̃h
(
ϕh, S(ϕh)

)
and uh = Sh(ϕh), the a priori

estimates (4.14), (4.15), and (4.17) imply (4.26), (4.27), and (4.28), respectively, thus ending

the proof. □

4.4 A priori error analysis

Our goal now is to derive an a priori error estimate for the Galerkin scheme (4.2) with arbitrary

finite element subspaces satisfying the hypotheses (H.1) and (H.2) described in Section 4.2.

Equivalently, we aim to establish the Céa estimate for the global error

∥u⃗− u⃗h∥H + ∥σ − σh∥Q + ∥ϕ− ϕh∥1,Ω ,

where ((u⃗,σ), ϕ) ∈
(
H×Q

)
×H1

0(Ω) and ((u⃗h,σh), ϕh) ∈
(
Hh×Qh

)
×Hϕ

h are solutions of (3.14)

and (4.2), respectively, with ϕ ∈ W (cf. (3.46)) and ϕh ∈ Wh (cf. (4.18)). For this purpose,

and in order to employ suitable Strang estimates, we previously rewrite (3.14) and (4.2) as the

following couples of corresponding continuous and discrete formulations

a(u⃗, v⃗) + b(v⃗,σ) = Fϕ(v⃗) ∀ v⃗ ∈ H ,

b(u⃗, τ ) = G(τ ) ∀ τ ∈ Q ,

a(u⃗h, v⃗h) + b(v⃗h,σh) = Fϕh(v⃗h) ∀ v⃗h ∈ Hh ,

b(u⃗h, τh) = G(τh) ∀ τh ∈ Qh ,

(4.29)
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and
Aϕ,u(ϕ, ψ) = Fϕ(ψ) ∀ψ ∈ H1

0(Ω) ,

Aϕh,uh(ϕh, ψh) = Fϕh(ψh) ∀ψh ∈ Hϕ
h .

(4.30)

In the sequel, given a subspace Xh of a generic Banach space (X, ∥ · ∥X), we set for each

x ∈ X

dist(x,Xh) := inf
xh∈Xh

∥x− xh∥X .

Now, a straightforward application of the Strang a priori error estimate from [8, Proposition

2.1, Corollary 2.3, and Theorem 2.3] to the context given by (4.29), implies the existence of a

positive constant CST, depending only on αd, βd, ∥a∥ ≤ max
{
κ1, µ

}
, and ∥b∥ ≤ 1 (cf. (3.26)),

such that

∥u⃗− u⃗h∥H + ∥σ − σh∥Q ≤ CST

{
dist(u⃗,Hh) + dist(σ,Qh) + ∥Fϕ − Fϕh∥

}
. (4.31)

In turn, according to the definition of Fφ (cf. (3.19)) and the first estimate in (3.28), we readily

find that

∥Fϕ − Fϕh∥ = ∥Fϕ−ϕh∥ ≤ ∥ir̄∥ ∥ϕ− ϕh∥1,Ω ∥f∥0,Ω ,

which, replaced back into (4.31), yields

∥u⃗− u⃗h∥H + ∥σ − σh∥Q ≤ CST

{
dist(u⃗,Hh) + dist(σ,Qh) + ∥ir̄∥ ∥f∥0,Ω ∥ϕ− ϕh∥1,Ω

}
. (4.32)

It remains to estimate ∥ϕ − ϕh∥1,Ω, for which we apply the first Strang lemma for elliptic

variational problems (cf. [23, Lemma 2.2]) to the context given by (4.30). In this way, and

additionally adding and subtracting ϕ to the first components of the expressions involving Aϕ,u

and Aϕh,uh in the respective consistent term, and then using the boundedness of these bilinear

forms (cf. (3.40) - (3.41)), we deduce the existence of a positive constant C̃ST, depending only
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on α̃A (cf. (3.45)), ∥Aϕ,u∥, and ∥Aϕh,uh∥, such that

∥ϕ− ϕh∥1,Ω ≤ C̃ST

{
dist(ϕ,Hϕ

h) + ∥Fϕ − Fϕh∥ + ∥Aϕ,u(ϕ, ·)− Aϕh,uh(ϕ, ·)∥
}
. (4.33)

Note, thanks to (3.41) and the a priori estimates for ∥u∥0,r;Ω and ∥uh∥0,r;Ω provided by (3.61)

and (4.26), respectively, that C̃ST depends actually on α̃A, ρ, ϑ2, ∥ir̄∥, CS, CS,d, δ, ∥f∥0,Ω, and

∥uD∥1/2,Γ.

The consistency terms on the right hand side of (4.33) are estimated next. Indeed, proceeding

analogously to the derivation of (3.53) and (3.54), we find that

(
Fϕ − Fϕh

)
(ψ) ≤ Lf |g| ∥ϕ− ϕh∥0,Ω |ψ|1,Ω ∀ψ ∈ H1

0(Ω) ,

and

Aϕ,u(ϕ, ψ)− Aϕh,uh(ϕ, ψ)

≤
{
Lϑ ∥ϕ− ϕh∥0,2k;Ω ∥∇ϕ∥0,2m;Ω + ∥ir̄∥ ∥ϕ∥1,Ω ∥u− uh∥0,r;Ω

}
|ψ|1,Ω ∀ψ ∈ H1

0(Ω ,

where k, m ∈ (1,+∞) are conjugate to each other, which yield

∥Fϕ − Fϕh∥ ≤ Lf |g| ∥ϕ− ϕh∥1,Ω , (4.34)

and

∥Aϕ,u(ϕ, ·)− Aϕh,uh(ϕ, ·)∥ ≤ Lϑ ∥ϕ− ϕh∥0,2k;Ω ∥∇ϕ∥0,2m;Ω + ∥ir̄∥ ∥ϕ∥1,Ω ∥u− uh∥0,r;Ω . (4.35)

Now, choosing k and m as in (3.56), that is 2k = n
ϵ

and 2m = ϵ∗, and then using the fact

that ϕ = T (ϕ) = S̃
(
ϕ, S(ϕ)

)
along with the continuous injection in

ϵ
: H1(Ω) → L

n
ϵ (Ω), and the

estimates (3.50) and (3.63), it follows from (4.35) that

∥Aϕ,u(ϕ, ·)− Aϕh,uh(ϕ, ·)∥ ≤ K1(ϵ)Lϑ |g| f2 ∥ϕ− ϕh∥1,Ω + K2 |g| f2 ∥u− uh∥0,r;Ω , (4.36)
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with

K1(ϵ) := ∥in
ϵ
∥ ∥iϵ∥ ∥∇ϵ∥ C̃ϵ and K2 := ∥ir̄∥CS̃ .

Hence, employing (4.34) and (4.36) back into (4.33), we obtain

∥ϕ− ϕh∥1,Ω

≤ C̃0 dist(ϕ,H
ϕ
h) +

(
C̃1 Lf |g| + C̃2 Lϑ |g| f2

)
∥ϕ− ϕh∥1,Ω + C̃3 |g| f2 ∥u− uh∥0,r;Ω ,

where C̃0 = C̃1 := C̃ST, C̃2 := C̃STK1(ϵ), and C̃3 := C̃STK2, so that under the assumption

C̃1 Lf |g| + C̃2 Lϑ |g| f2 ≤ 1

2
, (4.37)

we arrive at

∥ϕ− ϕh∥1,Ω ≤ 2 C̃0 dist(ϕ,H
ϕ
h) + 2 C̃3 |g| f2 ∥u− uh∥0,r;Ω . (4.38)

Finally, using (4.38) in (4.32), assuming additionally that

C1 |g| ∥f∥0,Ω f2 ≤ 1

2
, (4.39)

where C1 := 2CST C̃3 ∥ir̄∥, and denoting C0 := 2CST max
{
1, 2C̃0 ∥ir̄∥ ∥f∥0,Ω

}
, we get

∥u⃗− u⃗h∥H + ∥σ − σh∥Q ≤ C0

{
dist(u⃗,Hh) + dist(σ,Qh) + dist(ϕ,Hϕ

h)
}
. (4.40)

Consequently, we are now in a position to establish the required global Céa estimate.

Theorem 4.4.1. Assume that the data are sufficiently small so that (4.37) and (4.39) hold. Then,

there exists a positive constant C, independent of h, such that

∥u⃗− u⃗h∥H + ∥σ − σh∥Q + ∥ϕ− ϕh∥1,Ω ≤ C
{
dist(u⃗,Hh) + dist(σ,Qh) + dist(ϕ,Hϕ

h)
}
.

Proof. It follows straightforwardly from the estimates (4.38) and (4.40). □
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4.5 Specific finite element subspaces

In this section we derive explicit finite element subspaces Hu
h ⊂ Lr(Ω), Ht

h ⊂ L2
tr(Ω), and

Hσ
h ⊂ H(divs; Ω), satisfying the hypotheses (H.1) and (H.2) that were assumed in Section 4.2,

introduce a finite element subspace Hϕ
h of H1

0(Ω), and establish the associated rates of conver-

gence for the Galerkin scheme (4.2). Regarding the first foregoing goal, we stress that actually

the derivation of those three subspaces was provided with full details in [19, Section 5], and

hence we could simply resort to this reference and specify them here without further explana-

tions. Nevertheless, and for sake of partial completeness at least, we proceed to describe in what

follows the main aspects of the respective analysis.

We begin by recalling an abstract result to be employed next, for which we first let X, Y ,

Y1, Y2, and Z be reflexive Banach spaces, where Y1 and Y2 are closed subspaces of Y such that

Y := Y1 ⊕ Y2 and the norm of Y is equivalent, with constants independent of Y1 and Y2, to

|||y||| := ∥y1∥ + ∥y2∥ for all y = y1 + y2 ∈ Y , with yj ∈ Yj, ∀ j ∈
{
1, 2

}
. In addition, we let

b : (X × Y )× Z be a bounded bilinear form, introduce the subspace

V :=
{
(x, y) ∈ X × Y : b

(
(x, y), z

)
= 0 ∀ z ∈ Z

}
, (4.41)

and consider the eventual existence of positive constants β1 and β2, such that

∥y1∥ ≥ β1 ∥(x, y2)∥ ∀ (x, y) ∈ V , with y = y1 + y2 ∈ Y1 ⊕ Y2 = Y , (4.42)

and

sup
(x,y)∈X×Y
(x,y) ̸=0

b
(
(x, y), z

)
∥(x, y)∥

≥ β2 ∥z∥ ∀ z ∈ Z . (4.43)

Then, defining additionally the subspaces

Z0 :=
{
z ∈ Z : b

(
(x, y2), z

)
= 0 ∀ (x, y2) ∈ X × Y2

}
,
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Z1 :=
{
z ∈ Z : b

(
(x, 0), z

)
= 0 ∀x ∈ X

}
,

we deduce from [19, Lemmas 5.1 and 5.2] (see also [20, Lemmas 5.1 and 5.2] for full details)

that a sufficient condition for (4.42) and (4.43) is given by the existence of positive constants

β3, β4, and β5, such that

sup
z∈Z
z ̸=0

b
(
(x, 0), z

)
∥z∥

≥ β3 ∥x∥ ∀x ∈ X , (4.44)

sup
z∈Z1
z ̸=0

b
(
(0, y2), z

)
∥z∥

≥ β4 ∥y2∥ ∀ y2 ∈ Y2 , (4.45)

sup
y1∈Y1
y1 ̸=0

b
(
(0, y1), z

)
∥y1∥

≥ β5 ∥z∥ ∀ z ∈ Z0 . (4.46)

In the particular case of the context given by the present bilinear form b (cf. (3.16)) and the

spaces X, Y1, Y2, Y , and Z defined as (cf. (4.1), (4.8), (4.9))

X := Hu
h , Y1 := Ht

h,s , Y2 := Ht
h,a , Y := Ht

h = Y1 ⊕ Y2 ,

and Z := Qh = Hσ
h ∩H0(divs; Ω) ,

we readily find that the subspace V (cf. (4.41)), and the corresponding inequalities (4.42)

and (4.43) become Vh (cf. (4.7)), and (H.1) (cf. (4.11)) and (H.2) (cf. (4.12)), respectively.

Therefore, a straightforward application of the above sufficiency condition implies that in order

to derive finite element subspaces satisfying (H.1) and (H.2), we just need to show that they

verify the corresponding inequalities (4.44), (4.45), and (4.46), namely that there exist positive

constant β3, β4, and β5, such that

sup
τh∈Qh
τh ̸=0

b
(
(vh,0), τh

)
∥τh∥divr;Ω

= sup
τh∈Qh
τh ̸=0

∫
Ω

vh · div(τh)

∥τh∥divr;Ω
≥ β3 ∥vh∥0,r;Ω ∀vh ∈ Hu

h , (4.47)

sup
τh∈Z1,h

τh ̸=0

b
(
(0, rh,a), τh

)
∥τh∥divr;Ω

= sup
τh∈Z1,h

τh ̸=0

∫
Ω

τh : rh,a

∥τh∥divr;Ω
≥ β4 ∥rh,a∥0,Ω ∀ rh,a ∈ Ht

h,a , (4.48)
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and

sup
rh,s∈Ht

h,s

rh,s ̸=0

b
(
(0, rh,s), τh

)
∥rh,s∥0,Ω

= sup
rh,s∈Ht

h,s

rh,s ̸=0

∫
Ω

τh : rh,s

∥rh,s∥0,Ω
≥ β5 ∥τh∥divr;Ω ∀ τh ∈ Z0,h , (4.49)

where

Z0,h :=
{
τh ∈ Qh : b

(
(vh, rh,a), τh

)
= 0 ∀ (vh, rh,a)) ∈ Hu

h ×Ht
h,a

}
,

and

Z1,h :=
{
τh ∈ Qh : b

(
(vh,0), τh

)
= 0 ∀vh ∈ Hu

h

}
.

We stress here that the required equivalence of norms for Y := Ht
h is guaranteed by (4.10). In

turn, it is easy to see from the proofs of [20, Lemmas 5.1 and 5.2], that the respective constants

β1 and β2, which in our case are denoted cd and βd, are independent of h as long as β3, β4, and

β5 are.

Regarding the verification of (4.47), (4.48), and (4.49), we begin the discussion with (4.48).

To this end, given an integer k ≥ 0 and a domain G ⊆ Rn, we let Pk(G) be the space of

polynomials defined on G of degree ≤ k, and, according to the notation introduced in Section

1, denote its vector and tensor versions by Pk(G) and Pk(G), respectively. In addition, we let

RTk(G) := Pk(G) ⊕ Pk(G)x be the Raviart-Thomas space defined on G of order k, where x

stands for a generic vector of Rn, and denote by RTk(G) its corresponding tensor counterpart,

that is each row of a tensor of RTk(G) belongs to RTk(G).

Now, we let Uh and Q̂h be arbitrary finite element subspaces of H1
0(Ω) and L2(Ω), respectively,

such that Uh and Qh :=
{
qh ∈ Q̂h :

∫
Ω
qh = 0

}
yield a stable Galerkin scheme for the usual

primal-mixed formulation of the Stokes problem. Then, it is proved in [19, Section 5.2] that in

order to accomplish (4.48), it suffices to choose the involved finite element subspaces such that
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there hold
P0(Ω) ⊆ Q̂h , P1(Ω) ⊆ Uh , P0(Ω) ⊆ Hσ

h ,

div
(
Hσ
h

)
⊆ Hu

h , curl
(
Uh

)
+ P0(Ω) ⊆ Hσ

h ,

(4.50)

and Ht
h,a (cf. (4.9)) is defined as

Ht
h,a :=

{
rh,a := q− qt : q ∈ [Q̂h]

n×n
}
. (4.51)

For instance, we could consider the Scott-Vogelius pair
(
Uh, Q̂h

)
(cf. [30]), which is defined

for each integer k ≥ n − 1 by the continuous piecewise polynomial vectors of degree ≤ k + 1,

and the discontinuous piecewise polynomials of degree ≤ k, respectively, on the corresponding

barycentric refinement T b
h of Th. In this case, it is shown in [19, Section 5.2] that, in order

to satisfy (4.50) and (4.51), and hence (4.48), it suffices to define the following explicit finite

element subspaces:

Hu
h :=

{
vh ∈ Lr(Ω) : vh|K ∈ Pk(K) ∀K ∈ T b

h

}
,

Ht
h :=

{
rh ∈ L2

tr(Ω) : rh|K ∈ Pk(K) ∀K ∈ T b
h

}
,

Hσ
h :=

{
τh ∈ H(divs; Ω) : τh|K ∈ RTk(K) ∀K ∈ T b

h

}
.

(4.52)

In this way, having set (4.52), the remaining conditions (4.47) and (4.49) are established analo-

gously to [19, Lemma 5.5] (see also [25, Lemma 4.5]) and to the analysis at the end of [19, Sec-

tion 5.4], respectively, making use, in particular, of the approximation properties of the Raviart-

Thomas spaces. We omit further details and refer the interested reader to [19, Sections 5.2, 5.3,

and 5.4].

Finally, since there are no restrictions on Hϕ
h, but being a finite element subspace of H1

0(Ω),

we define it as the continuous piecewise polynomials of degree ≤ k + 1 on the same barycentric

mesh, that is

Hϕ
h :=

{
ψh ∈ C(Ω) ∩ H1

0(Ω) : ψh|K ∈ Pk+1(K) ∀K ∈ T b
h

}
. (4.53)
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The reason for choosing in (4.53) the same k as in (4.52) is to match the rates of convergence

arising from the resulting approximation properties of the subspaces. Indeed, employing the

respective estimates provided by the projection and interpolation operators involved, along with

interpolation estimates of Sobolev spaces, the aforementioned properties reduce to:

(APu
h) there exists C > 0, independent of h, such that for each ℓ ∈ [0, k + 1], and for each

v ∈ Wℓ,r(Ω), there holds

dist(v,Hu
h) := inf

vh∈Hu
h

∥v − vh∥0,r;Ω ≤ C hℓ ∥v∥ℓ,r;Ω ,

(APt
h) there exists C > 0, independent of h, such that for each ℓ ∈ [0, k + 1], and for each

r ∈ Hℓ(Ω) ∩ L2
tr(Ω), there holds

dist(r,Ht
h) := inf

rh∈Ht
h

∥r− rh∥0,Ω ≤ C hℓ ∥r∥ℓ,Ω ,

(APσ
h ) there exists C > 0, independent of h, such that for each ℓ ∈ [1, k + 1], and for each

τ ∈ Hℓ(Ω) ∩H0(divs; Ω) with div(τ ) ∈ Wℓ,s(Ω), there holds

dist(τ ,Qh) := inf
τh∈Qh

∥τ − τh∥divs;Ω ≤ C hℓ
{
∥τ∥ℓ,Ω + ∥div(τ )∥ℓ,s;Ω

}
,

(APϕ
h) there exists C > 0, independent of h, such that for each ℓ ∈ [0, k + 1], and for each

ψ ∈ Hℓ+1(Ω) ∩ H1
0(Ω), there holds

dist(ψ,Hϕ
h) := inf

ψh∈Hϕh
∥ψ − ψh∥1,Ω ≤ C hℓ ∥ψ∥ℓ+1,Ω .

We end this section providing the rates of convergence of the Galerkin scheme (4.2) as fol-

lows.
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Theorem 4.5.1. Let ((u⃗,σ), ϕ) ∈
(
H×Q

)
×H1

0(Ω) and ((u⃗h,σh), ϕh) ∈
(
Hh×Qh

)
×Hϕ

h be solutions

of (3.14) and (4.2), respectively, with ϕ ∈ W (cf. (3.46)) and ϕh ∈ Wh (cf. (4.18)). Assume that

there exists ℓ ∈ [1, k + 1] such that u ∈ Wℓ,r(Ω), t ∈ Hℓ(Ω) ∩ L2
tr(Ω), σ ∈ Hℓ(Ω) ∩ H0(divs; Ω),

div(σ) ∈ Wℓ,s(Ω), and ϕ ∈ Hℓ+1(Ω) ∩ H1
0(Ω). Then, there exists a constant C > 0, independent of

h, such that

∥u⃗− u⃗h∥H + ∥σ − σh∥Q + ∥ϕ− ϕh∥1,Ω

≤ C hℓ
{
∥u∥ℓ,r;Ω + ∥t∥ℓ,Ω + ∥σ∥ℓ,Ω + ∥div(σ)∥ℓ,s;Ω + ∥ϕ∥ℓ+1,Ω

}
.

(4.54)

Proof. It follows straightforwardly from Lemma 4.4.1, (APu
h), (APt

h), (APσ
h ) and (APϕ

h). □



Chapter 5
Numerical results

We present below a few examples in dimension n = 2 and n = 3 to illustrate the performance of

the mixed-primal finite element method (4.2) and to back up the theoretical convergence rates

anticipated in Theorem 4.5.1. As stated in Section 4.5, we employ the specific finite element

spaces (4.52)-(4.53) on a set of meshes T b
h created as a barycenter refinement of regular trian-

gulations Th of the domain Ω. Thus, given an integer k ≥ n− 1, the discrete spaces are given by

piecewise polynomial vectors of degree ≤ k for the velocity u, trace-free piecewise polynomial

tensors of degree ≤ k for the velocity gradient t, Raviart-Thomas elements of order k for the

tensor σ and the classical Lagrange finite element space given by continuous piecewise polyno-

mials of degree ≤ k + 1 for the concentration ϕ. In particular, the zero integral mean condition

for the tensors in the space Qh is imposed via a real Lagrange multiplier.

We have employed both a Picard iteration and a Newton method to linearize the problem

(4.2) on a FreeFem++ code (cf. [26]). In both cases, we have simply started with (u
(0)
h , ϕ

(0)
h ) =

(0, 0) as an initial solution and then we compute the entire successive approximation vector

sol(m) = (u
(m)
h , t

(m)
h ,σ

(m)
h , ϕ

(m)
h ) for all m ≥ 1 ,

associated to the solution of the corresponding linear algebraic system on each step m. As a

56
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stopping criterion, we have prescribed a fixed tolerance tol = 1E − 8 to finish the iterative

technique when either a maximum number of iterations is reached or the relative error between

two consecutive iterations, namely sol(m) and sol(m+1), satisfies

||sol(m+1) − sol(m)||ℓ2
||sol(m+1)||ℓ2

< tol ,

where || · ||ℓ2 stands for the Euclidean ℓ2−norm in RN with N denoting the total number of

degrees of freedom (DoF) defined by the finite element family (Hu
h ,Ht

h,Qh,H
ϕ
h). The individual

errors are denoted and defined by

e(u) := ∥u− uh∥0,r;Ω , e(t) := ∥t− th∥0,Ω,

e(σ) := ∥σ − σh∥divs;Ω, and e(ϕ) := ∥ϕ− ϕh∥1,Ω ,
(5.1)

where r and s are conjugates of each other satisfying (3.21). In turn, according to the second

equation of the first row of (2.9), the discrete pressure is computed in terms of σh as

ph = − 1

n
tr(σh) ,

so that we can easily deduce the existence of an h−independent positive constant C, such that

e(p) := ∥p− ph∥0,Ω ≤ C∥σ − σh∥divs;Ω. (5.2)

This says that the rate of convergence of the pressure, as a postprocessed variable, coincides

with the one provided by (4.54) (cf. Theorem 4.5.1). Finally, for two consecutive meshsizes h

and h′ with errors e( · ) and e′( · ) we let r( · ) be the individual experimental convergence rate

associated to each variable and defined as

r( · ) :=
log(e( · )/e′( · ))

log(h/h′)
.
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Example 1: accuracy assessment in 2D and 3D

In our first example we aim to illustrate the accuracy of our method in 2D and 3D by considering

a smooth manufactured exact solution. To that end, the domain Ω = (0, 1)n is considered as the

unit box in the case n = 2 or the unit cube when n = 3, the data are set as

µ = 0.1 , K = 0.05I , ρ = 0.4 , f ≡


(1, 0)t if n = 2 ,

(1, 0, 0)t if n = 3 ,

and

g ≡


(0,−1)t if n = 2 ,

(0, 0,−1)t if n = 3 ,

whereas the concentration-dependent functions f( · ) and ϑ( · ) are defined by

f(ϕ) = 0.5ϕ (1 − 0.5ϕ)2 , and ϑ(ϕ) = ϕ + (1 − 0.5ϕ)2. (5.3)

In turn, the right hand sides are adjusted in such a way that the exact solutions are given by

p(x) =
n∏
i=1

(xi − 0.5) , ϕ(x) =
n∏
i=1

xi(xi − 1) ,

and the velocity vector field is defined for n = 2 and n = 3, respectively, by

u(x) =

 sin(x1)
2 sin(x2)

2 cos(x1) sin(x1) cos(x2)

 and u(x) =


−π sin(πx1) sin(π(x2 − x3))

π sin(πx2) sin(π(x1 − x3))

−π sin(πx3) sin(π(x1 − x2))


for all x := (x1, x2) ∈ Ω̄. Setting Γ = ∂Ω, we observe that ϕ vanishes on Γ whereas the Dirichlet

datum for the velocity is imposed accordingly to the exact solution, that is, uD = u
∣∣
Γ
. The error

history for each case n = 2 and n = 3 is shown in Tables 5.0.1 and 5.0.2, separately. On the one
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hand, in Table 5.0.1 we present the convergence history for the case n = 2 and k = 1 (which

satisfies k ≥ n − 1 = 1). Here, the individual errors for the velocity u and for the tensor σ are

computed with r = 3 and s = 3/2, respectively, according to (3.21). It is observed that the rate

of convergence O(h2) predicted by Theorem 4.5.1 is attained by all the unknowns, including

the pressure obtained by postprocessing. In all cases the number of Picard iterations needed to

reach convergence was 7. On the other hand, the corresponding convergence history for the

case n = 3 is reported in Table 5.0.2. Here, we stress that although the finite element spaces

precised in (4.52) should use a polynomial degree k ≥ 2, we actually perform the computation

with k = 0 because of the high computational cost involved. Notwithstanding the foregoing, we

see that the error decay of all the variables is of order O(h) in agreement with Theorem 4.5.1.

These results suggest that the condition k ≥ n− 1 may not be sharp. In addition, also note that

the individual errors for the velocity u and for the tensor σ were computed not only with r = 3

and s = 3/2 but also with r = 11/2 and s = 11/9, respectively, according to (3.21). In all cases

the number of Picard iterations needed to reach convergence was 3. Finally, in Figure 5.0.1 we

display the velocity streamlines (left), the second component of the velocity gradient (center)

and the pressure (right) obtained with the mesh having 213,849 DoF.

Finite Element Family P1 − P1 − RT1 − P2

DoF h ∥u− uh∥0,3;Ω r(u) ∥t− th∥0,Ω r(t) ∥σ − σh∥div3/2;Ω r(σ)

16321 0.14142 0.0007582 - 0.0056391 - 0.0009947 -
65041 0.07071 0.0001888 2.0055 0.0014578 1.9517 0.0002383 2.0615

259681 0.03536 4.7155e-05 2.0015 0.0003700 1.9784 5.8514e-05 2.0260
1037761 0.01768 1.1785e-05 2.0004 9.3136e-05 1.9899 1.4577e-05 2.0050
4149121 0.00884 2.9462e-06 2.0001 2.3363e-05 1.9951 3.6459e-06 1.9994

∥ϕ− ϕh∥1,Ω r(ϕ) ∥p− ph∥0,Ω r(p) It.
0.0012143 - 0.0002631 - 7
0.0003059 1.9890 6.3191e-05 2.0580 7
7.6629e-05 1.9971 1.5577e-05 2.0203 7
1.9167e-05 1.9992 3.8731e-06 2.0079 7
4.7925e-06 1.9998 9.6603e-07 2.0034 7

Table 5.0.1: Example 1: Convergence history and Picard iteration count for the mixed-primal
P1 − P1 − RT1 − P2 approximation of a Brinkman flow with nonlinear transport in dimension
n = 2.
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Finite Element Family: P0 − P0 − RT0 − P1

DoF h ∥u− uh∥0,3;Ω r(u) ∥u− uh∥0,11/2;Ω r(u)
440 1.41421 1.26793 - 1.32359 -
3411 0.70711 0.99122 0.35520 1.10439 0.26122

26909 0.35355 0.51794 0.93642 0.59794 0.88518
213849 0.17678 0.26129 0.98715 0.30243 0.98341

1705265 0.08839 0.13092 0.99699 0.15163 0.99600
∥t− th∥0,Ω r(t) ∥σ − σh∥div3/2;Ω r(σ) ∥σ − σh∥div11/9;Ω r(σ)

10.693 - 74.7934 - 5.54059 -
6.59582 0.69705 38.7214 0.94978 4.01537 0.46451
3.50715 0.91125 19.0786 1.02118 2.06550 0.95905
1.78789 0.97205 9.48852 1.00770 1.03818 0.99243
0.89924 0.99147 4.73555 1.00265 0.51962 0.99852

∥ϕ− ϕh∥1,Ω r(ϕ) ∥p− ph∥0,Ω r(p) It.
0.03211 - 0.16826 - 3
0.02733 0.23681 0.14900 0.17542 3
0.01619 0.75548 0.07654 0.96111 3
0.00851 0.92712 0.03803 1.00899 3
0.00440 0.95317 0.01876 1.01975 3

Table 5.0.2: Example 1: Convergence history and Picard iteration count for the mixed-primal
P0 − P0 − RT0 − P1 approximation of a Brinkman flow with nonlinear transport in dimension
n = 3.

Figure 5.0.1: Example 1: velocity magnitude |uh|, velocity gradient |th,2| and pressure ph (left,
center and right, respectively) obtained with the mixed-primal P0−P0−RT0−P1 approximation
of a Brinkman flow with nonlinear transport using k = 0 and N = 213, 849 degrees of freedom.
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Example 2: accuracy assessment on a non-convex domain

Now we illustrate the accuracy of our method considering a manufactured exact solution defined

on the non convex domain Ω := (0, 1)2 \ [0.5, 1]2. We consider the same functions defined in

(5.3), f(x) = (x1, x2)
t, g = (0,−1)t, ρ = 0.4, µ = 0.1, K(x) = exp(−(x1 + x2))I, and adequately

modify the source terms on the right hand sides in such a way that the exact solutions are given

by the smooth functions

u(x) =

−x1 exp(x1x2)

x2 exp(x1x2)

 , p(x) = (x1 − 0.5)(x2 − 0.5) +
1

48
,

and ϕ(x) = x1x2(x1 − 1)(x1 − 0.5)(x2 − 1)(x2 − 0.5) ,

for all x := (x1, x2) ∈ Ω̄. Observe that ϕ vanishes on the whole boundary and uD is imposed

accordingly to the exact solution. In Table 5.0.3 we present errors for each variable with respect

to DoF, the experimental convergence rates, and the number of Newton iterations per mesh

refinement. This time the computations were done with the finite element family P1−P1−RT1−

P2 (k = 1). In concordance with the theoretical estimates from Section 4.5, the computational

results confirm an error decay with rate O(h2). A total of 3 Newton iterations were required to

reach the prescribed tolerance of tol = 1E-08. In Figure 5.0.2 we display some components of

the tensor σh (left), and the velocity gradient (center), the concentration (left of first row) and

pressure (left at second row) produced with our mixed-primal scheme on a barycentric refined

mesh that, for k = 1, generates 291,691 DoF’s.
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Finite Element Family: P1 − P1 − RT1 − P2

DoF h ∥u− uh∥0,3;Ω r(u) ∥u− uh∥0,7;Ω r(u)
4771 0.36828 0.0018523 - 0.0025683 -
18775 0.18046 0.0004773 1.9010 0.0006909 1.8406
71893 0.09603 0.0001291 2.0724 0.0001833 2.1033

291691 0.04683 3.1395e-05 1.9689 4.5303e-05 1.9463
1159129 0.02416 7.9586e-06 2.0740 1.1589e-05 2.0603
∥t− th∥0,Ω r(t) ∥σ − σh∥div3/2;Ω r(σ) ∥σ − σh∥div7/6;Ω r(σ)

0.0128470 - 0.0027734 - 0.0027775 -
0.0031200 1.9839 0.0005833 2.1856 0.0005846 2.1845
0.0008687 2.0270 0.0001496 2.1576 0.0001502 2.1547
0.0002155 1.9412 3.6245e-05 1.9734 3.6416e-05 1.9726
5.5781e-05 2.0422 9.2289e-06 2.0673 9.2764e-06 2.0667
∥ϕ− ϕh∥1,Ω r(ϕ) ∥p− ph∥0,Ω r(p) It.
0.0009774 - 0.0009777 - 3
0.0002670 1.8191 0.0001858 2.3278 3
7.0182e-05 2.1182 4.6652e-05 2.1907 3
1.7676e-05 1.9198 1.1265e-05 1.9785 3
4.3611e-06 2.1150 2.8588e-06 2.0724 3

Table 5.0.3: Example 2: Convergence history and Newton iteration count for the mixed-primal
P1 − P1 − RT1 − P2 approximation of a Brinkman flow with nonlinear transport in dimension
n = 2.

Figure 5.0.2: Example 2: components th,2 and σh,2 of the velocity gradient and the tensor σh
(left and center, respectively) and concentration ϕh obtained with the mixed-primal method for
a Brinkman flow with nonlinear transport using k = 1 and N = 291, 691 degrees of freedom.
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Example 3: accuracy assessment with no manufactured analytical solution

This example illustrates the performance of our method in a case in which the exact solution is

unknown. To do so, we focus in the two-dimensional setting and consider Ω = (0, 1)2, the same

functions from (5.3), and the data

µ = 1.5 , K(x) = exp(−x1 − x2)I , ρ = 0.01 , f(x) = (cos(x1), sin(x2))
t

g = (0,−1)t , and uD(x) = (3 cos(x1x2), 2 exp(x2))
t ,

for all x := (x1, x2) ∈ Ω̄. Additionally, we consider a non-null term g(x) = 2 sin(2πx1x2) on the

right hand side of the transport equation, for which, and up to minor modifications, the present

continuous and discrete analyses are valid as well. The errors and the convergence rates in this

example are computed by considering the discrete solution obtained with the finest mesh as the

exact solution. The error history is shown in Table 5.0.4, where the tabulated convergence rates

with respect to DoF indicate that all individual fields have optimal error decay as predicted by

(4.54). Observe that the approximation errors associated to the velocity u and the tensor σ

were computed not only with r = 3 and s = 3/2 but also with r = 7 and s = 7/6, respectively,

according to (3.21). In all cases the number of Newton iterations needed to reach convergence

was around 3 or 4 iterations. The approximate velocity magnitud (left), concentration (center)

and pressure (right) on a coarse mesh with N = 52, 417 DoFs and k = 0 are displayed in Figure

5.0.3.
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Finite Element Family: P0 − P0 − RT0 − P1

DoF h ∥u− uh∥0,3;Ω r(u) ∥u− uh∥0,7;Ω r(u)
217 0.707107 0.478844 - 0.596045 -
841 0.353553 0.236788 1.0160 0.292930 1.0248
3313 0.176777 0.116306 1.0257 0.147454 0.9903

13153 0.088388 0.055001 1.0804 0.069198 1.0915
52417 0.044194 0.029595 0.8941 0.038630 0.8410
209281 0.022097 0.011121 1.4121 0.013346 1.5334

∥t− th∥0,Ω r(t) ∥σ − σh∥div3/2;Ω r(σ) ∥σ − σh∥div7/6;Ω r(σ)

1.49796 - 7.34847 - 7.39779 -
1.05644 0.50379 4.39159 0.74270 4.41477 0.74480
0.64964 0.70150 2.40903 0.86630 2.42186 0.86622
0.37305 0.80028 1.24064 0.95736 1.24853 0.95588
0.21512 0.79422 0.64298 0.94825 0.64616 0.95027
0.11205 0.94103 0.30030 1.09835 0.29884 1.11252

∥ϕ− ϕh∥1,Ω r(ϕ) ∥p− ph∥0,Ω r(p) It.
0.171056 - 2.82746 - 3
0.109348 0.64554 1.80082 0.65085 3
0.060257 0.85973 0.99999 0.84867 3
0.031069 0.95564 0.49890 1.00315 4
0.016430 0.91940 0.23697 1.07405 4
0.007737 1.08621 0.08735 1.43981 4

Table 5.0.4: Example 3: Convergence history and Newton iteration count for the mixed-primal
P0 − P0 − RT0 − P1 approximation of a Brinkman flow with nonlinear transport in dimension
n = 2.

Figure 5.0.3: Example 3: velocity magnitude |uh|, concentration ϕh and pressure ph (left, center
and right, respectively) obtained with the mixed-primal method of a Brinkman flow problem
with nonlinear transport and no manufactured analytical solution using k = 0 and N = 213, 849
degrees of freedom.



Chapter 6
Conclusions and Future Work

6.1 Conclusions

According to the results presented in this thesis, we can state the following conclusions:

• We developed a new mixed-primal formulation for the coupled problem given by the

Brinkman and Transport equations, which has the advantage of approximating additional

variables that are of physical interest, such as the Cauchy fluid stress and the gradient of

its velocity.

• We proved that is not necessary to use an augmented formulation to provide well posedness

of the continuous and discrete formulations.

• The resulting variational formulation is much simpler than those from related works and

has a considerable advantage from a computational point of view.

• We proved that the mixed-primal finite element method proposed here is optimally con-

vergent, which has been confirmed by several numerical examples.

• The paper [19] was fundamental for the present Galerkin Scheme.
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6.2 Future Work

Future work related to these results may include:

• To analyze more generalized versions of this problem, including aspects such as:

– mixed boundary conditions,

– viscosity-dependence on the concentration function

• To develop the corresponding a posteriori error analysis.

• To extend the analysis and results to the unsteady state case.
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