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Abstract. This article is intended to present a qualitative and numerical analysis of well-posedness

and boundary stabilization problems of the well-known Korteweg-de Vries-Burgers equation. Assuming

that the boundary control is of memory type, the history approach is adopted in order to deal with the

memory term. Under sufficient conditions on the physical parameters of the system and the memory

kernel of the control, the system is shown to be well-posed by combining the semigroups approach of

linear operators and the fixed point theory. Then, energy decay estimates are provided by applying the

multiplier method. An application to the Kuramoto-Sivashinsky equation will be also given. Moreover,

we present a numerical analysis based on a finite differences method and provide numerical examples

illustrating our theoretical results.
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1. Introduction

It is well-known that numerous physical phenomena exhibit both dissipation and dispersion [5, 19, 23,

24, 37]. This very special property is mathematically modeled by the Korteweg-de Vries-Burgers (KdVB)

equation and hence has gained a considerable prominence. As a matter of fact, the KdVB and its close

relatives, has been the subject of many studies (see for instance [2, 4, 5, 6, 7, 9, 10, 11, 14, 17, 21, 22,

25, 26, 27, 28, 29, 32, 35, 38, 40]). Instead of highlighting the contribution of each of these papers, the

reader is referred to [14] for a comprehensive discussion of this point. In turn, it is worth mentioning that

in [14], the authors managed to establish well-posedness and stability outcomes for the KdVB equation

with a distributed memory. In fact, it turned out that such a distributed memory term plays a role of

a dissipation mechanism and hence contributes to the stability of the system. Nonetheless, boundary

controls of memory-type are commonly used in practice and consequently the natural question is: when

a boundary control of memory-type is applied, what is the impact on the behavior of the solutions of the

KdVB equation? This is mainly the motivation of the present work. More precisely, the problem under

E-mail addresses: 1boumediene.chentouf@ku.edu.kw; 1chenboum@hotmail.com; 2aissa.guesmia@univ-lorraine.fr;
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consideration involves the third-order KdVB equation with a boundary infinite memory

(1.1)



∂ty(x, t)− ω0∂
2
xy(x, t) + ω1∂

3
xy(x, t) + ω2∂xy(x, t) + ω3y(x, t)∂xy(x, t) = 0, x ∈ I, t > 0,

y(0, t) = y(1, t) = 0, t ∈ R+,

∂xy(1, t) = ω4∂xy(0, t) +

∫ ∞

0

α(s) ∂xy(0, t− s)ds, t ∈ R+,

y(x, 0) = y0(x), x ∈ I,

∂xy(0,−t) = y1(t), t ∈ R+,

where y : I × R+ := (0, 1)× [0,∞) → R is the amplitude of the dispersive wave at the spatial variable x

and time t [33], ∂n
u denotes the differential operator of order n with respect to u; that is

∂n

∂un
. In turn,

y0 : I → R and y1 : R+ → R are known initial data, α : R+ → R+ is a given function and ωi are real

constants (physical parameters) satisfying the following hypothesis (H):

• The memory kernel α satisfies

(1.2) α ∈ C2(R+), α′ < 0, α(0) > 0, lim
s→∞

α(s) = 0

and

(1.3) −ξ(s)α′(s) ≤ α′′(s) ≤ −ξ0α
′(s), s ∈ R+,

for a positive constant ξ0 and a function ξ : R+ → R∗
+ := (0,∞) such that

(1.4) ξ ∈ C1(R+), ξ′ ≤ 0 and

∫ ∞

0

ξ(s)ds = ∞.

• The constants ω0, ω1 and ω4 satisfy

(1.5) ω0 ≥ 0, ω1 > 0 and |ω4| < 1.

• The following relationship between α, ω1 and ω4 holds

(1.6)

∫ ∞

0

−α′(s)

ξ(s)
dx := α0 <

ω1

(
1− ω2

4

)
ω2
1 (1− ω2

4) + (1 + ω1ω4)
2 .

Remark 1. (i) Typical functions α satisfying (1.2), (1.3), (1.4) and (1.6) are the ones which con-

verge exponentially to zero at infinity like

(1.7) α(s) = d2e
−d1s,

where d1 and d2 are positive constants satisfying (ξ0 = ξ(s) = d1)

(1.8)
d2
d1

<
ω1

(
1− ω2

4

)
ω2
1 (1− ω2

4) + (1 + ω1ω4)
2 .

But (1.2), (1.3), (1.4) and (1.6) allow α to have a decay rate to zero at infinity weaker than the

exponential one like

(1.9) α(s) = d2(1 + s)−d1 ,

where d1 > 1 and d2 > 0 satisfying (ξ0 = d1 and ξ(s) = d1(1 + s)−1)

(1.10)
d2

d1 − 1
<

ω1

(
1− ω2

4

)
ω2
1 (1− ω2

4) + (1 + ω1ω4)
2 .
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(ii) The expression

ω4∂xy(0, t) +

∫ ∞

0

α(s) ∂xy(0, t− s)ds

is viewed as a boundary control of memory-type. It is also relevant to note that ω4 obeys the last

condition in (1.5) and hence one may take ω4 = 0. This means that, in this event, the boundary

control is a purely memory-type one.

As mentioned earlier, our aim is to address the effect of the presence of the infinite memory term in the

boundary control on the behavior of the solutions to (1.1). To do so, we shall place the system in the

so-called past history framework [16] (see also [3] for a further discussion about the history approach

and [30] for another methodology of treatment of systems with memory). The problem is shown to be

well-posed as long as the hypothesis (H) holds. Then, we prove that the memory part of the boundary

control is beneficial in decaying the energy of the system under different circumstances of the kernel α.

Before providing an overview of this article, we point out that this work goes beyond the earlier one

[14] in several respects. First, we deal with a boundary control in contrast to [14], where the control is

distributed. As the reader knows, it is usually more delicate (mathematically speaking) to consider a

boundary control than a distributed one. Second, we mange to show that the system under consideration

(1.1) is well-posed and its solutions are stable despite the presence of the memory term. Moreover, the

desired stability property remains attainable even if the memory term is the sole action of the boundary

control; that is ω4 = 0. The proofs are based on the multiplier method and a combination of the

semigroups approach of linear operators and the fixed point theory. Third, we show that the techniques

used for the KdVB system (1.1) can also be applied to another type of equations, namely, the Kuramoto-

Sivashinsky (KS) equation. Finally, we present a numerical analysis by constructing a numerical scheme

based on a finite differences method, and provide numerical examples illustrating our theoretical results.

The paper comprises six sections excluding the introduction. In Section 2, we put forward some pre-

liminaries. Section 3 is devoted to establishing the well-posedness of the KdVB system. In Section 4, two

estimates of the energy decay rate are provided depending on the feature of the memory kernel. Indeed,

it is shown that the decay of the energy corresponding of KdVB solutions is basically a transmission of

the decay properties of the memory kernel. In section 5, we treat the KS system (5.1). In Section 6, we

give a numerical analysis for both KdVB and KS systems. Lastly, brief concluding remarks are pointed

out in Section 7.

2. Preliminaries

In the sequel, ⟨·, ·⟩ denotes the standard real inner product in L2(I) whose norm is ∥ · ∥. Then, let

β = −α′. On one hand, we deduce from (1.2) and (1.3) that β : R+ → R∗
+, β ∈ C1(R+),

(2.1) −ξ0β(s) ≤ β′(s) ≤ −ξ(s)β(s), s ∈ R+

and

(2.2)

∫ ∞

0

β(s)ds = α(0) > 0.

On the other hand, we infer from (2.1) and (2.2) that β′ < 0, β(0) > 0 as well as

(2.3) β(0)e−ξ0s ≤ β(s) ≤ β(0)e−
∫ s
0
ξ(τ) dτ , s ∈ R+,

and then, according to the last condition in (1.4),

(2.4) lim
s→∞

β(s) = 0.
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Thereafter, following the history approach [16], we define the variable η and its initial data η0 as

follows:

(2.5) η(t, s) =

∫ t

t−s

∂xy(0, τ) dτ and η0(s) =

∫ s

0

y1(τ) dτ, t, s ∈ R+.

A formal calculation, using (1.1)5, yields

(2.6)


∂tη(t, s) + ∂sη(t, s) = ∂xy(0, t), t, s > 0,

η(t, 0) = 0, t ∈ R+,

η(0, s) = η0(s), s ∈ R+.

Subsequently, in view of (1.2)4 and (2.6)2, we have

(2.7)

∫ ∞

0

β(s)η(t, s) ds = −
∫ ∞

0

α′(s)η(t, s) ds =

∫ ∞

0

α(s)∂sη(t, s) ds =

∫ ∞

0

α(s)∂xy(0, t− s) ds.

Now, we introduce the space

(2.8) Lβ =

{
η̃ : R+ → R,

∫ ∞

0

β(s)η̃2(s) ds < ∞
}

equipped with the following inner product and corresponding norm:

(2.9) ⟨η1, η2⟩Lβ
=

∫ ∞

0

β(s)η1(s)η2(s) ds and ∥η̃∥Lβ
=

(∫ ∞

0

β(s)η̃2(s) ds

) 1
2

.

The state space is defined by

(2.10) H = L2(I)× Lβ

and endowed with the following inner product:

(2.11) ⟨(y1, η1)T , (y2, η2)T ⟩H = ⟨y1, y2⟩+ ⟨η1, η2⟩Lβ
.

Thereby, the problem (1.1) reads as∂tΘ(·, t) = PΘ(·, t), t > 0,

Θ(·, 0) = Θ0,
(2.12)

where Θ = (y, η)T , Θ0 = (y0, η0)
T , the nonlinear operator P is defined by

PΘ =

(
ω0∂

2
xy − ω1∂

3
xy − ω2∂xy − ω3y∂xy

∂xy(0, ·)− ∂sη

)
and its domain D(P) is given by

D(P) =

{
Θ ∈ H; PΘ ∈ H, y ∈ H1

0 (I), ∂xy(1, ·) = ω4∂xy(0, ·) +
∫ ∞

0

β(s)η(·, s) ds, η(·, 0) = 0

}
.

Finally, given T > 0, we introduce the space

M = C
(
[0, T ]; L2(I)

)
∩ L2

(
(0, T ); H1

0 (I)
)

whose norm will be

∥ · ∥2M = ∥ · ∥2C([0,T ];L2(I)) + ∥ · ∥2L2((0,T );H1(I)).

3. Well-posedness of the problem

The aim of this section is to prove that the problem (2.12) (or equivalently the KdVB system (1.1)) is

well-posed by means of the Fixed Point Theorem.
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3.1. The linearized system associated to (1.1). Note that the variables x, t and s will be omitted

whenever it is unnecessary. Moreover, C denotes a generic positive constant that may depend on T , α0,

α(0), β(0) and the parameters ωi. However, C does not depend on the initial data Θ0.

The linear system associated to (1.1) is

(3.1)



∂ty − ω0∂
2
xy + ω1∂

3
xy + ω2∂xy = 0, x ∈ I, t > 0,

∂tη(t, s) + ∂sη(t, s)− ∂xy(0, t) = 0, t, s > 0,

η(t, 0) = 0, t ∈ R+,

y(0, t) = y(1, t) = 0, t ∈ R+,

∂xy(1, t) = ω4∂xy(0, t) +

∫ ∞

0

β(s)η(t, s) ds, t ∈ R+,

y(x, 0) = y0(x), x ∈ I,

∂xy(0,−t) = y1(t), t ∈ R+,

η(0, s) = η0(s) =

∫ s

0

y1(τ) dτ, s ∈ R+.

Taking Θ0 = (y0, η0)
T , the latter takes the abstract form in H

(3.2)

{
∂tΘ(·, t) = AΘ(·, t), t > 0,

Θ(·, 0) = Θ0,

in which A is the linear operator defined by

(3.3) AΘ =

 ω0∂
2
xy − ω1∂

3
xy − ω2∂xy

∂xy(0, ·)− ∂sη


and its domain D (A) is given by

D (A) =

{
Θ ∈ H; AΘ ∈ H, y ∈ H1

0 (I), ∂xy(1, ·) = ω4∂xy(0, ·) +
∫ ∞

0

β(s)η(·, s) ds, η(·, 0) = 0

}
.

Theorem 3.1. Assume that (H) holds. Then, we have:

(i) The linear operator A defined by (3.3) generates a C0-semigroup of contractions etA on H. There-

fore, for any initial data Θ0 = (y0, η0)
T ∈ D(A), the problem (3.2) has a unique classical solution

Θ = (y, η)T satisfying

(3.4) Θ ∈ C(R+;D(A)) ∩ C1(R+;H).

Notwithstanding, if Θ0 ∈ H, then (3.2) admits a mild solution

(3.5) Θ ∈ C(R+;H).

(ii) For any Θ0 ∈ H and T > 0, we have the estimates

(3.6) ∥∂xy(0, ·)∥2L2(0,T ) ≤ C∥Θ0∥2H and ∥∂xy∥2L2((0,T );L2(I)) ≤ C∥Θ0∥2H,

for some constant C > 0. Finally, the map

(3.7) Ξ : Θ0 ∈ H 7→ Ξ(Θ0) = Θ(·) = e·AΘ0 ∈ M× C ([0, T ]; Lβ)

is continuous.
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Proof. (i) Given Θ ∈ D(A), we infer from (2.9), (2.11), (3.3) and simple integration by parts that

⟨AΘ,Θ⟩H =

∫ 1

0

y
(
ω0∂

2
xy − ω1∂

3
xy − ω2∂xy

)
dx+

∫ ∞

0

β(s) (∂xy(0, ·)− ∂sη) ηds

= ω0 [y∂xy]
1
0 − ω0∥∂xy∥2 − ω1

[
y∂2

xy
]1
0
+

ω1

2

[
(∂xy)

2
]1
0
− ω2

2

[
y2
]1
0

+∂xy(0, t)

∫ ∞

0

β(s)ηds− 1

2

[
β(s)η2

]∞
0

+
1

2

∫ ∞

0

β′(s)η2ds,

where the last integral is well defined because |β′| = −β′ ≤ ξ0β and η ∈ Lβ . Then, using (2.4) and the

boundary conditions in (3.1), we observe that

⟨AΘ,Θ⟩H = −ω0∥∂xy∥2 −
ω1

2

(
1− ω2

4

)
(∂xy)

2(0, ·) + ω1

2

(∫ ∞

0

β(s)ηds

)2

(3.8)

+(1 + ω1ω4)∂xy(0, ·)
∫ ∞

0

β(s)ηds+
1

2

∫ ∞

0

β′(s)η2ds.

Using Hölder’s inequality, (1.6), (2.1) and the right inequality in (2.1), we see that

(3.9)

(∫ ∞

0

β(s)ηds

)2

≤
(∫ ∞

0

β(s)

ξ(s)
ds

)∫ ∞

0

ξ(s)β(s)η2ds ≤ −α0

∫ ∞

0

β′(s)η2ds.

On the other hand, using Young’s inequality, we find that

(3.10)

∣∣∣∣∂xy(0, ·)∫ ∞

0

β(s)ηds

∣∣∣∣ ≤ 1

2

[
ϵ(∂xy)

2(0, ·) + 1

ϵ

(∫ ∞

0

β(s)ηds

)2
]
,

for any ϵ > 0. Combining (3.8), (3.9) and (3.10), we obtain

⟨AΘ,Θ⟩H ≤ −ω0∥∂xy∥2 − κ(∂xy)
2(0, ·) + κ

∫ ∞

0

β′(s)η2 ds,(3.11)

where

(3.12) κ =
1

2
min

{
ω1

(
1− ω2

4

)
− ϵ|1 + ω1ω4|, 1− α0

(
ω1 +

1

ϵ
|1 + ω1ω4|

)}
.

It is noteworthy that if ω1ω4 = −1, then we infer from (1.6) that α0 < 1
ω1

. Hence, thanks to (1.5), we

have κ > 0. In turn, if ω1ω4 ̸= −1, then we still have α0 < 1
ω1

by virtue of (1.6). Thereby, we choose ϵ

as follows:

α0|1 + ω1ω4|
1− ω1α0

< ϵ <
ω1

(
1− ω2

4

)
|1 + ω1ω4|

,

which is possible in view of (1.6). Thus, also in this case, we get that κ > 0. Besides, owing to (1.5) and

(2.1), the linear operator A is dissipative.

Moreover, one can readily verify that the adjoint operator of A is defined by: for Ψ = (y∗, η∗)
T
,

(3.13) A∗Ψ =

 ω0∂
2
xy

∗ + ω1∂
3
xy

∗ + ω2∂xy
∗

ω1∂xy
∗(1, ·) + ∂sη

∗ + β′

β η∗


with domain

D (A∗) =

{
Ψ ∈ H; A∗Ψ ∈ H, y∗ ∈ H1

0 (I), ∂xy
∗(0, ·) = ω4∂xy

∗(1, ·) + 1

ω1

∫ ∞

0

β(s)η∗(·, s) ds, η∗(·, 0) = 0

}
.
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Indeed, direct integrations by parts lead to

⟨AΘ,Ψ⟩H =

∫ 1

0

y∗
(
ω0∂

2
xy − ω1∂

3
xy − ω2∂xy

)
dx+

∫ ∞

0

β(s) (∂xy(0, ·)− ∂sη) η
∗ds

= ω0 [y
∗∂xy − y∂xy

∗]
1
0 + ω0

∫ 1

0

y∂2
xy

∗dx− ω1

[
y∗∂2

xy − ∂xy
∗∂xy + y∂2

xy
∗]1

0

+ω1

∫ 1

0

y∂3
xy

∗dx− ω2 [yy
∗]

1
0 + ω2

∫ 1

0

y∂xy
∗dx

+∂xy(0, t)

∫ ∞

0

β(s)η∗ds− [β(s)ηη∗]
∞
0 +

∫ ∞

0

β(s)η

(
∂sη

∗ +
β′(s)

β(s)
η∗
)
ds.

Thereafter, exploiting (2.4) and the Dirichlet boundary conditions in D (A) and D (A∗), we find that

⟨AΘ,Ψ⟩H =

∫ 1

0

y
(
ω0∂

2
xy

∗ + ω1∂
3
xy

∗ + ω2∂xy
∗) dx+

∫ ∞

0

β(s)η

(
∂sη

∗ +
β′(s)

β(s)
η∗
)
ds

+∂xy(0, t)

∫ ∞

0

β(s)η∗ds+ ω1 [∂xy(1, ·)∂xy∗(1, ·)− ∂xy(0, ·)∂xy∗(0, ·)] .

Now, making use of the Neumann boundary condition in D (A), we arrive at

⟨AΘ,Ψ⟩H = ⟨Θ,A∗Ψ⟩H + ∂xy(0, ·)
[∫ ∞

0

β(s)η∗ds− ω1∂xy
∗(0, ·) + ω1ω4∂xy

∗(1, ·)
]
,

which, together with the Neumann boundary condition in D (A∗), implies that

⟨AΘ,Ψ⟩H = ⟨Θ,A∗Ψ⟩H.

Whereupon, the definitions of A∗ and its domain D (A∗) are justified.

Subsequently, one can show analogously to (3.11) that

⟨A∗Ψ,Ψ⟩H ≤ −ω0∥∂xy∗∥2 − κ∗(∂xy
∗)2(1, ·) + κ∗

∫ ∞

0

β′(s)η∗2 ds,

for any Ψ = (y∗, η∗) ∈ D (A∗), where

κ∗ =
1

2
min

{
ω1

(
1− ω2

4

)
− ϵ|ω1 + ω4|, 1− α0

(
1

ω1
+

1

ϵ
|ω1 + ω4|

)}
and ϵ = 1 if ω1 + ω4 = 0. However, if ω1 + ω4 ̸= 0, then ϵ > 0 is chosen such that

α0ω1|ω1 + ω4|
ω1 − α0

< ϵ <
ω1

(
1− ω2

4

)
|ω1 + ω4|

.

Note that we infer from (1.6) that α0 < ω1 and hence ϵ is well-defined. Thus, κ∗ > 0 and A∗ is also

dissipative.

Lastly, since A is a closed and densely defined operator, the first part (i) of Theorem 3.1 follows from

semigroups theory of linear operators [8, 31].

(ii) Picking up Θ0 ∈ H and using the contraction of the semigroup etA, we obtain

(3.14) ∥Θ(·, t)∥2H = ∥y(·, t)∥2 + ∥η(t, ·)∥2Lβ
≤ ∥y0∥2 + ∥η0∥2Lβ

= ∥Θ0∥2H, t ∈ [0, T ].

Next, let p : I × R+ → R and q : R+ × R+ → R be two smooth functions. Consider Θ0 ∈ D(A) and

the solution Θ of (3.2) with the regularity (3.4) (a standard argument of density allows to extend the
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next results to solutions stemmed from Θ0 ∈ H). Then, multiplying (3.1)1 by py, integrating by parts

over [0, T ]× I and using the boundary conditions in (3.1), we obtain∫ 1

0

(
p(x, T )y2(x, T )− p(x, 0)y20(x)

)
dx−

∫ T

0

∫ 1

0

(
∂tp+ ω0∂

2
xp+ ω1∂

3
xp+ ω2∂xp

)
y2(x, t) dxdt

+

∫ T

0

∫ 1

0

(2ω0p+ 3ω1∂xp) (∂xy)
2
(x, t)dxdt+ ω1

∫ T

0

(
p(0, t)− ω2

4p(1, t)
)
(∂xy)

2
(0, t)dt

= ω1

∫ T

0

p(1, t)

(∫ ∞

0

β(s)ηds

)2

dt+ 2ω1ω4

∫ T

0

p(1, t)∂xy(0, t)

∫ ∞

0

β(s)η dsdt.(3.15)

Then, we take the inner product in Lβ of (3.1)2 with qη and then integrate over [0, T ] to get∫ ∞

0

β(s)
(
q(T, s)η2(T, s)− q(0, s)η20(s)

)
ds−

∫ T

0

∫ ∞

0

β(s)η2∂tqdsdt

= 2

∫ T

0

∂xy(0, t)

∫ ∞

0

β(s)qηdsdt+

∫ T

0

∫ ∞

0

β′(s)qη2dsdt+

∫ T

0

∫ ∞

0

β(s)η2∂sqdsdt.(3.16)

Choosing p ≡ 1 and q ≡ 1 in (3.15) and (3.16), respectively, and adding the obtained formulas, we have

2ω0∥∂xy∥2L2((0,T );L2(I)) + ω1(1− ω2
4)∥∂xy(0, ·)∥2L2(0,T ) = ∥y0∥2 − ∥y(·, T )∥2 + ∥η0∥2Lβ

− ∥η(T, ·)∥2Lβ

+

∫ T

0

∫ ∞

0

β′(s)η2dsdt+ ω1

∫ T

0

(∫ ∞

0

β(s)ηds

)2

dt+ 2(1 + ω1ω4)

∫ T

0

∂xy(0, t)

∫ ∞

0

β(s)ηdsdt.(3.17)

Inserting (3.9) and (3.10) in (3.17) yields

(3.18) 2ω0∥∂xy∥2L2((0,T );L2(I)) + 2κ∥∂xy(0, ·)∥2L2(0,T ) ≤ ∥y0∥2 + ∥η0∥2Lβ
= ∥Θ0∥2H,

where κ is the positive constant given by (3.12).

It is clear, from (3.14) and (3.18), that if ω0 > 0, then (3.6) holds and the map Ξ is continuous. In

turn, if ω0 = 0, then we have only the first estimate of (3.6). In order to get the second one, let p(x, t) = x

in (3.15), which gives∫ 1

0

x
(
y2(x, T )− y20(x)

)
dx− ω2

∫ T

0

∥y∥2dt+ 3ω1

∫ T

0

∥∂xy∥2dt− ω1ω
2
4∥∂xy(0, ·)∥2L2(0,T )

= ω1

∫ T

0

(∫ ∞

0

β(s)ηds

)2

dt+ 2ω1ω4

∫ T

0

∂xy(0, t)

∫ ∞

0

β(s)ηdsdt.(3.19)

Amalgamating (3.9), (3.10) and (3.19) and using the left inequality in (2.1), we get

3ω1

∫ T

0

∥∂xy∥2dt ≤ ∥y0∥2 + ω2

∫ T

0

∥y∥2dt+
(
|ω1ω4|+ ω1ω

2
4

)
∥∂xy(0, ·)∥2L2(0,T )

+α0 (ω1 + |ω1ω4|) ξ0
∫ T

0

∫ ∞

0

β(s)η2dsdt.(3.20)

Lastly, it suffices to combine the first estimate of (3.6) and (3.14) with (3.20) to obtain

(3.21)

∫ T

0

∥∂xy∥2dt ≤ C
(
∥y0∥2 + ∥η0∥2Lβ

)
= C∥Θ0∥2H,

for some positive constant C. Hence the second estimate of (3.6) is derived and the continuity of Ξ

follows from (3.14). □

Subsequently, let us define the energy E of (1.1) (and also (3.1)) by

(3.22) E(t) =
1

2
∥Θ(·, t)∥2H =

1

2

(
∥y(·, t)∥2 +

∫ ∞

0

β(s)η2(t, s) ds

)
, t ∈ R+.
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Then, multiplying (1.1)1 by y and integrating over I, we get

∂t

(
1

2
∥y∥2

)
− ω0 [y∂xy]

1
0 + ω0∥∂xy∥2 + ω1

[
y∂2

xy
]1
0
− ω1

2

[
(∂xy)

2
]1
0
+

ω2

2

[
y2
]1
0
+

ω3

3

[
y3
]1
0
= 0.

By virtue of the boundary conditions (1.1)2, (1.1)3 and (2.7), the latter becomes

(3.23) ∂t

(
1

2
∥y∥2

)
= −ω0∥∂xy∥2 −

ω1

2
(∂xy)

2(0, t) +
ω1

2

(
ω4∂xy(0, t) +

∫ ∞

0

β(s)ηds

)2

.

Multiplying (2.6)1 by β(s)η and integrating on R+, we get

∂t

(
1

2

∫ ∞

0

β(s)η2ds

)
+

1

2

∫ ∞

0

β(s)∂s
(
η2
)
ds = ∂xy(0, t)

∫ ∞

0

β(s)ηds.

Thanks to an integration by parts and using (2.4) and (2.6)2, we arrive at

(3.24) ∂t

(
1

2

∫ ∞

0

β(s)η2ds

)
=

1

2

∫ ∞

0

β′(s)η2ds+ ∂xy(0, t)

∫ ∞

0

β(s)ηds.

Combining (3.23) and (3.24), we have

E′(t) = −ω0∥∂xy∥2 −
ω1

2

(
1− ω2

4

)
(∂xy)

2(0, t) +
ω1

2

(∫ ∞

0

β(s)ηds

)2

(3.25)

+
1

2

∫ ∞

0

β′(s)η2ds+ (1 + ω1ω4)∂xy(0, t)

∫ ∞

0

β(s)ηds.

In light of (3.9) and (3.10), we see that

(3.26) E′(t) ≤ −ω0∥∂xy∥2 − κ(∂xy)
2(0, t) + κ

∫ ∞

0

β′(s)η2ds,

where κ is given by (3.12). Lastly, by virtue of (1.5), (2.1) and (3.26), we can claim that the energy E is

non-increasing along the solutions of the system (1.1) and also (3.1).

3.2. A non-homogeneous linear system associated to (1.1). Consider now the linear system (3.1)

with an additional source term σ(x, t)

(3.27)



∂ty − ω0∂
2
xy + ω1∂

3
xy + ω2∂xy = σ(x, t), x ∈ I, t > 0,

∂tη(t, s) + ∂sη(t, s)− ∂xy(0, t) = 0, t, s > 0,

η(t, 0) = 0, t ∈ R+,

y(0, t) = y(1, t) = 0, t ∈ R+,

∂xy(1, t) = ω4∂xy(0, t) +

∫ ∞

0

β(s)η2(t, s)ds, t ∈ R+,

y(x, 0) = y0(x), x ∈ I,

∂xy(0,−t) = y1(t), t ∈ R+,

with some initial data Θ0. We have the following result:

Theorem 3.2. Assume that (H) holds. Given T > 0, we have

(i) If Θ0 = (y0, η0)
T ∈ H and σ ∈ L1((0, T );L2(I)), then there exists a unique mild solution Θ =

(y, η)T of (3.27) such that Θ ∈ M× C([0, T ];Lβ),

(3.28) ∥Θ∥2C([0,T ];H) ≤ C0

(
∥Θ0∥2H + ∥σ∥2L1((0,T );L2(I))

)
and

(3.29) ∥y∥2M ≤ C1

(
∥Θ0∥2H + ∥σ∥2L1((0,T );L2(I))

)
,

for some constants C0, C1 > 0 independent of Θ0 and σ.
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(ii) Given ỹ ∈ L2((0, T );H1(I)), we have ỹ∂xỹ ∈ L1((0, T );L2(I)) and the map

Λ : ỹ ∈ L2((0, T );H1(I)) 7→ ỹ∂xỹ ∈ L1((0, T );L2(I))

is continuous.

Proof. (i) Thanks to the contraction of the semigroup etA and the fact that σ ∈ L1((0, T );L2(I)), the

existence and uniqueness results follow [31]. Next, it suffices to show the statement (i) for an initial data

Θ0 in D(A) as previously done. Furthermore, let us define energy of (3.27) by (3.22). Next, arguing as

for (3.26), we get

(3.30) E′(t) ≤ −ω0∥∂xy∥2 − κ(∂xy)
2(0, ·) + κ

∫ ∞

0

β′(s)η2ds+

∫ 1

0

y(x, t)σ(x, t)dx ≤ ∥y∥∥σ∥,

where we used Cauchy-Schwarz inequality. Now, we integrate (3.30) to find

∥Θ(·, t)∥2H ≤ ∥Θ0∥2H + 2

∫ t

0

∥y(·, τ)∥∥σ(·, τ)∥dτ ≤ ∥Θ0∥2H + 2 max
τ∈[0,T ]

∥y(·, τ)∥
∫ T

0

∥σ(·, τ)∥dτ,

therefore, using Young’s inequality to get

(3.31) max
t∈[0,T ]

∥Θ(·, t)∥2H ≤ ∥Θ0∥2H +
1

2
max
t∈[0,T ]

∥y(·, t)∥2 + 2∥σ∥2L1((0,T );L2(I)).

Thus, the estimate (3.28) follows.

Analogously to (3.6), we have

∥∂xy(0, ·)∥2L2(0,T ) ≤ C
(
∥y0∥2 + ∥η0∥2Lβ

)
+

∫ T

0

∥y∥∥σ∥dt

≤ C∥Θ0∥2H +

(∫ T

0

∥σ∥dt

)
max
t∈[0,T ]

∥y(·, t)∥.(3.32)

Applying Young’s inequality, (3.32) becomes

(3.33) ∥∂xy(0, ·)∥2L2(0,T ) ≤ C

(
∥Θ0∥2H + max

t∈[0,T ]
∥y(·, t)∥2

)
+

1

2

(∫ T

0

∥σ∥dt

)2

,

which together with (3.28) yields

(3.34) ∥∂xy(0, ·)∥2L2(0,T ) ≤ C
(
∥Θ0∥2H + ∥σ∥2L1((0,T );L2(I))

)
.

A very similar argument as for the second estimate in (3.6) leads to

(3.35)

∫ T

0

∥∂xy∥2dt

≤ C

(
max
t∈[0,T ]

∥y(·, t)∥2 + ∥∂xy(0, ·)∥2L2((0,T )) + ∥y0∥2 + ∥η0∥2Lβ
+ ∥σ∥2L1((0,T );L2(I))

)
,

which implies thanks to (3.28) and (3.34)

(3.36)

∫ T

0

∥∂xy∥2dt ≤ C
(
∥Θ0∥2H + ∥σ∥2L1((0,T );L2(I))

)
.

Combining (3.28) and (3.36), we have (3.29).

(ii) The proof of the second part of Theorem 3.2 is very similar to that of Proposition 4.1 in [34]. □
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3.3. Well-posedness of the problem (1.1). When ω3 = 0, the system (1.1) coincides with (3.1), and

then the well-posedness of (1.1) is given in Theorem 3.1. Therefore, in this subsection, we assume that

ω3 ̸= 0. Before stating the well-posedness result of (1.1), let us first recall that the constant C1 is defined

in (3.29). Moreover, let γ > 0 be the Sobolev embedding constant

(3.37) ∥v∥2L∞(I) ≤ γ∥v∥2H1(I), v ∈ H1(I).

Theorem 3.3. Assume that (H) holds. Then, for every Θ0 = (y0, η0)
T ∈ H with

(3.38) ∥Θ0∥2H <
1

4C1ω2
3γ

,

the problem (2.12) has a unique global solution Θ = (y, η)T satisfying the regularity (3.5), and consequently

(1.1) admits a unique global solution y ∈ M, which satisfies the estimate

(3.39) ∥y∥M ≤ C∥Θ0∥H,

for some constant C > 0.

Proof. Let Θ0 ∈ H satisfying (3.38). Let a > 0 such that

(3.40) ∥Θ0∥2H ≤ a <
1

4C1ω2
3γ

.

Next, consider the mapping

Γ : M → M

defined by Γ(ỹ) = y, where y is the solution of (3.27) with the source term

σ(x, t) = −ω3ỹ(x, t)∂xỹ(x, t)

and initial data Θ0. In light of Theorem 3.2, one can easily see that Γ is well-defined and the following

estimate holds:

∥Γ(ỹ)∥2M ≤ C1

(
∥Θ0∥2H + ω2

3∥ỹ∂xỹ∥2L1((0,T );L2(I))

)
.

Moreover, the embedding inequality (3.37) and the smallness condition (3.40) on ∥Θ0∥H imply that

(3.41) ∥Γ(ỹ)∥2M ≤ C1

(
a+ ω2

3γ∥ỹ∥4M
)
.

On the other hand, let ỹ1, ỹ2 ∈ M, y1 = Γ(ỹ1) corresponding to the initial data Θ0 and source term

σ1 = −ω3ỹ1∂xỹ1, y2 = Γ(ỹ2) corresponding to the same initial data Θ0 and source term σ2 = −ω3ỹ2∂xỹ2,

and ŷ = y1 − y2. According to the definition of Γ, it is clear that y is the solution of (3.27) with the

source term

σ = −ω3 (ỹ1∂xỹ1 − ỹ2∂xỹ2)

and (0, 0) as initial data. Then, using (3.29), we get

∥Γ(ỹ1)− Γ(ỹ2)∥2M = ∥ŷ∥2M ≤ C1ω
2
3∥ỹ1∂xỹ1 − ỹ2∂xỹ2∥2L1((0,T );L2(I))

≤ C1ω
2
3∥ (ỹ1 − ỹ2) ∂xỹ2 + ỹ1∂x (ỹ1 − ỹ2) ∥2L1((0,T );L2(I));

thus, exploiting Young’s inequality and (3.37), we arrive at

(3.42) ∥Γ(ỹ1)− Γ(ỹ2)∥2M ≤ 2C1ω
2
3γ
(
∥ỹ1∥2M + ∥ỹ2∥2M

)
∥ỹ1 − ỹ2∥2M.

Now, we consider the restriction of Γ to the closed ball

B =
{
ỹ ∈ M, ∥ỹ∥2M ≤ a

}
.
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This, together with (3.41) and (3.42), yields

(3.43) ∥Γ(ỹ)∥2M ≤ C1

(
a+ ω2

3γa
2
)

and ∥Γ(ỹ1)− Γ(ỹ2)∥2M ≤ 4C1ω
2
3γa∥ỹ1 − ỹ2∥2M, ỹ, ỹ1, ỹ2 ∈ B.

Thereby, the map Γ is well-defined and contractive on the ball B by virtue of (3.40). Then, Banach Fixed

Point Theorem leads to conclude that Γ has a unique fixed element y, which turns out to be the unique

solution to our problem (1.1). Finally, since the energy E of (1.1) is non-increasing, then the solution

must be global and the estimate (3.39) can be obtained analogously to (3.29). □

4. Asymptotic behavior of the solutions to the KdVB equation

Before announcing and proving our stability results, we consider, for a given Θ0 ∈ H, the following

additional hypothesis:

(4.1) ω0 > 0 or

[
ω0 = 0 and c0|ω2|+

2

3
|ω3|γ(1 + c0)∥Θ0∥H < 3ω1

]
,

where γ is defined in (3.37) and c0 is the smallest positive constant satisfying (Poincaré’s inequality)

(4.2) ∥v∥2 ≤ c0∥∂xv∥2, v ∈ H1
0 (I).

Theorem 4.1. Assume that (H) and (4.1) hold, where Θ0 ∈ H satisfying (3.38) if ω3 ̸= 0. Then there

exist positive constants c and c̃ such that the solution Θ of (2.12) satisfies the next two stability estimates:

(i) Case ξ′ = 0:

(4.3) E(t) ≤ c̃e−ct, t ∈ R+.

(ii) Case ξ′ ̸= 0:

(4.4) E(t) ≤ c̃e−c
∫ t
0
ξ(s)ds

(
1 +

∫ t

0

ξ(s)ec
∫ s
0
ξ(τ)dτ

∫ ∞

s

β(τ)h(s, τ)dτds

)
, t ∈ R+,

where, for 0 ≤ t ≤ s,

(4.5) h(t, s) = t+

∣∣∣∣∫ s−t

0

y1(τ)dτ

∣∣∣∣2 .
Remark 2. When ξ′ = 0 like (1.7) such that (1.8) holds, we get the exponential stability estimate (4.3)

for (2.12). Nonetheless, when ξ′ ̸= 0 like (1.9) such that (1.10) is satisfied, the decay rate of E at infinity

given by (4.4) depends on the ones of both β and y1. For example, let us consider the particular case

y1 ∈ L∞(R). Then, for some positive constant C,

h(s, τ) ≤ C(τ2 + τ), 0 ≤ s ≤ τ.

Whereupon, integrating by parts, we find, for t ∈ R+,∫ t

0

ξ(s)ec
∫ s
0
ξ(τ)dτ

∫ ∞

s

h(s, τ)β(τ)dτds ≤ C

∫ t

0

∂s

(
ec

∫ s
0
ξ(τ)dτ

)∫ ∞

s

(τ2 + τ)β(τ)dτds

≤ C

[
ec

∫ t
0
ξ(s)ds

∫ ∞

t

(s2 + s)β(s)ds

+

∫ t

0

ec
∫ s
0
ξ(τ)dτ (s2 + s)β(s)ds

]
.
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Thus, (4.4) yields

E(t) ≤ c̃e−c
∫ t
0
ξ(s)ds + c̃C

∫ ∞

t

(s2 + s)β(s)ds+ c̃Ce−c
∫ t
0
ξ(s)ds

∫ t

0

ec
∫ s
0
ξ(τ)dτ (s2 + s)β(s)ds

≤ c̃e−c
∫ t
0
ξ(s)ds + 2c̃C

∫ ∞

t

(s2 + s)β(s)ds,(4.6)

since t 7→ e−c
∫ t
0
ξ(s)ds is non-increasing. If α is of the form (1.9) such that (1.10) holds and d1 > 2, then

(4.6) leads to, for b2 = c̃
(
1 + 2d1d2C

d1−2

)
and b1 = min{cd1, d1 − 2},

E(t) ≤ b2(t+ 1)−b1 , t ∈ R+,

since β(s) = −α′(s) = d1d2(1 + s)−(d1+1) and ξ(s) = d1(1 + s)−1.

Proof. In order to prove (4.3) and (4.4), and according to the assumption (4.1), we distinguish the cases

ω0 > 0 and ω0 = 0.

4.1. Case 1: ω0 > 0. Using (3.22), (3.26), (4.2) and the fact that β′ ≤ 0, we have

(4.7) E′(t) ≤ −ω0∥yx∥2 ≤ −ω0

c0
∥y∥2 = −2ω0

c0
E(t) +

ω0

c0

∫ ∞

0

β(s)η2 ds.

Multiplying (4.7) by ξ and noticing that E ≥ 0 and ξ′ ≤ 0, we find

(4.8) (ξ(t)E(t))′ ≤ −2ω0

c0
ξ(t)E(t) +

ω0

c0
ξ(t)

∫ ∞

0

β(s)η2 ds.

Now, we distinguish the two subcases (i) and (ii) considered in Theorem 4.1.

Subcase 1.1: ξ′ = 0. Because ξ is a positive constant, then, using (2.1) and (3.26), we deduce that

(4.9) ξ(t)

∫ ∞

0

β(s)η2 ds ≤ −
∫ ∞

0

β′(s)η2 ds ≤ − 1

κ
E′(t).

Therefore, combining (4.8) and (4.9), we obtain, for the positive constant c = 2ω0κξ
ω0+c0κξ

,

(4.10) E′(t) ≤ −cE(t).

Consequently, by integrating (4.10), we obtain (4.3) with c̃ = E(0).

Subcase 1.2: ξ′ ̸= 0. According to (3.26) and since β′ ≤ 0, we have

(∂xy)
2(0, t) ≤ − 1

κ
E′(t),

which leads to

(4.11)

∫ t

0

(∂xy)
2(0, t)dt ≤ 1

κ
E(0).

On the other hand, applying Young’s and Hölder’s inequalities, we get, for 0 ≤ t ≤ s,∣∣∣∣∫ t

t−s

∂xy(0, τ)dτ

∣∣∣∣2 ≤ 2

∣∣∣∣∫ 0

t−s

∂xy(0, τ)dτ

∣∣∣∣2 + 2

∣∣∣∣∫ t

0

∂xy(0, τ)dτ

∣∣∣∣2(4.12)

≤ 2

∣∣∣∣∫ s−t

0

y1(τ)dτ

∣∣∣∣2 + 2t

∫ t

0

(∂xy)
2(0, τ)dτ.

Thus, combining (4.11) and (4.12), we get

(4.13)

∣∣∣∣∫ t

t−s

∂xy(0, τ)dτ

∣∣∣∣2 ≤ c1h(t, s), 0 ≤ t ≤ s,
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for the positive constant c1 = max
{
2, 2

κE(0)
}

and h is defined in (4.5). Moreover, applying some

arguments of [14, 18], noticing that ξ(t) ≤ ξ(s), for 0 ≤ s ≤ t, and using (2.1) and (2.5), we observe that

ξ(t)

∫ ∞

0

β(s)η2 ds = ξ(t)

∫ t

0

β(s)η2 ds+ ξ(t)

∫ ∞

t

β(s)η2 ds(4.14)

≤ −
∫ t

0

β′(s)η2 ds+ ξ(t)

∫ ∞

t

β(s)

∣∣∣∣∫ t

t−s

∂xy(0, τ)dτ

∣∣∣∣2 ds

≤ −
∫ ∞

0

β′(s)η2 ds+ ξ(t)

∫ ∞

t

β(s)

∣∣∣∣∫ t

t−s

∂xy(0, τ)dτ

∣∣∣∣2 ds.

Consequently, using (3.26) and (4.13), we deduce from (4.14) that

(4.15) ξ(t)

∫ ∞

0

g(s)η2 ds ≤ − 1

κ
E′(t) + c1ξ(t)

∫ ∞

t

β(s)h(t, s) ds.

We set

(4.16) F (t) =

(
ξ(t) +

ω0

c0κ

)
E(t).

Because ξ ≥ 0 and ξ′ ≤ 0, we see that

(4.17)
ω0

c0κ
E(t) ≤ F (t) ≤

(
ξ(0) +

ω0

c0κ

)
E(t).

Exploiting (4.8), (4.15) and the right inequality in (4.17), we obtain

(4.18) F ′(t) ≤ −cξ(t)F (t) +
c1ω0

c0
ξ(t)

∫ ∞

t

β(s)h(t, s) ds,

for the positive constant c = 2ω0κ
ω0+c0κξ(0)

, this implies that

(4.19) ∂t

[
ec

∫ t
0
ξ(s)dsF (t)− c1ω0

c0

∫ t

0

ξ(s)ec
∫ s
0
ξ(τ)dτ

∫ ∞

s

β(τ)h(s, τ) dτds

]
≤ 0.

Integrating (4.19), we find

(4.20) F (t) ≤ e−c
∫ t
0
ξ(s)ds

[
F (0) +

c1ω0

c0

∫ t

0

ξ(s)ec
∫ s
0
ξ(τ)dτ

∫ ∞

s

β(τ)h(s, τ) dτds

]
,

and therefore, using (4.17), we reach (4.4) with c̃ = c0κ
ω0

{(
ξ(0) + ω0

c0κ

)
E(0), c1ω0

c0

}
.

4.2. Case 2: ω0 = 0. Similarly to (3.15) and (3.19), multiplying (1.1)1 by xy(x, t), integrating by parts

over I and using the boundary conditions in (1.1) and (2.7), we obtain

3ω1

∫ 1

0

(∂xy)
2
dx = ω2

∫ 1

0

y2dx+
2ω3

3

∫ 1

0

y3dx− ∂t

(∫ 1

0

xy2 dx

)
+ω1

(∫ ∞

0

β(s)ηds

)2

+ 2ω1ω4∂xy(0, t)

∫ ∞

0

β(s)ηds+ ω1ω
2
4 (∂xy)

2
(0, t)dt.

Using Young’s inequality, (3.9) and (3.26), we see that, for some positive constant c1,

ω1

(∫ ∞

0

β(s)ηds

)2

+ 2ω1ω4∂xy(0, t)

∫ ∞

0

β(s)ηds+ ω1ω
2
4 (∂xy)

2
(0, t)dt

≤ c1

[
(∂xy)

2
(0, t)−

∫ ∞

0

β′(s)η2ds

]
≤ −c1

κ
E′(t).
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Therefore, by combining the above two formulas and using (4.2), we arrive at

(4.21) (3ω1 − c0|ω2|) ∥∂xy∥2 ≤ 2ω3

3

∫ 1

0

y3dx− ∂t

(∫ 1

0

xy2dx+
c1
κ
E(t)

)
.

On the other hand, using (3.22), (3.37), (4.2) and Hölder’s inequality and noticing that E′ ≤ 0, we see

that ∣∣∣∣∫ 1

0

y3dx

∣∣∣∣ ≤ ∥y∥2L∞(I)

∫ 1

0

|y|dx ≤ γ
(
∥y∥2 + ∥∂xy∥2

)
∥y∥(4.22)

≤ γ(1 + c0)∥∂xy∥2
√
2E(t) ≤ γ(1 + c0)

√
2E(0)∥∂xy∥2.

Thus, by combining (4.21) and (4.22), it follows that[
3ω1 − c0|ω2| −

2

3
|ω3|γ(1 + c0)∥Θ0∥H

]
∥∂xy∥2 ≤ −∂t

(∫ 1

0

xy2dx+
c1
κ
E(t)

)
.

Consequently, combining the latter with (4.1), we have

(4.23) ∥∂xy∥2 ≤ −C0∂t

(∫ 1

0

xy2dx+
c1
κ
E(t)

)
,

where

C0 =
1

3ω1 − c0|ω2| − 2
3 |ω3|γ(1 + c0)∥Θ0∥H

.

Hence, we deduce from (3.22), (4.2) and (4.23) that, for C1 = c0C0

2 ,

(4.24) E(t) ≤ c0
2
∥∂xy∥2 +

1

2

∫ ∞

0

β(s)η2ds ≤ −C1∂t

(∫ 1

0

xy2dx+
c1
κ
E(t)

)
+

1

2

∫ ∞

0

β(s)η2ds.

Subcase 2.1: ξ′ = 0. Because ξ is a positive constant, then multiplying (4.24) by ξ and exploiting

(3.26) and the right inequality in (2.1), we get

(4.25) ∂t

[
1 + 2c1C1ξ

2κ
E(t) + C1ξ

∫ 1

0

xy2dx

]
≤ −ξE(t).

Let us consider the function

F (t) =
1 + 2c1C1ξ

2κ
E(t) + C1ξ

∫ 1

0

xy2dx.

We see that

(4.26)
1 + 2c1C1ξ

2κ
E(t) ≤ F (t) ≤

(
1 + 2c1C1ξ

2κ
+ 2C1ξ

)
E(t),

thus, using (4.25) and the right inequality in (4.26), we find, for c = 2κξ
1+2c1C1ξ+4C1κξ

, that F ′ ≤ −cF ,

which, by integrating, implies that

F (t) ≤ F (0)e−ct.

Hence, according to (4.26), we deduce that (4.3) is satisfied with c̃ = 1+2c1C1ξ+4C1κξ
1+2c1C1ξ

.

Subcase 2.2: ξ′ ̸= 0. Multiplying (4.24) by ξ(t) and exploiting (4.15), we find

(4.27)
1

2κ
E′(t) + C1ξ(t)∂t

(∫ 1

0

xy2dx+
c1
κ
E(t)

)
≤ −ξ(t)E(t) +

c1
2
ξ(t)

∫ ∞

t

β(s)h(t, s)ds.

Subsequently, let

(4.28) F (t) =
1

2κ
E(t) + C1ξ(t)

(∫ 1

0

xy2dx+
c1
κ
E(t)

)
.

Since ξ′ ≤ 0 and

0 ≤ ξ(t)

(∫ 1

0

xy2dx+
c1
κ
E(t)

)
≤ ξ(0)

(
2 +

c1
κ

)
E(t),
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it follows that

(4.29)
1

2κ
E(t) ≤ F (t) ≤

[
1

2κ
+ ξ(0)

(
2 +

c1
κ

)]
E(t).

Then, using (4.27), (4.28) and the right inequality in (4.29), and noticing again that ξ′ ≤ 0, we obtain,

for c = 2κ
1+2ξ(0)(2κ+c1)

,

(4.30) F ′(t) ≤ −cξ(t)F (t) +
c1
2
ξ(t)

∫ ∞

t

β(s)h(t, s)ds,

which is similar to (4.18), and hence the proof of (4.4) can be achieved as in the previous subcase 1.2. □

Remark 3. It is interesting to mention that the well-posedness and stability results shown for the KdVB

equation include the case ω0 = 0. This means that our findings remain valid for the KdV equation.

5. Application to the Kuramoto-Sivashinsky equation

In this section, we extend our results to the well-known fourth-order KS equation with boundary

infinite memory

(5.1)



∂ty(x, t) + ν0∂
4
xy(x, t) + ν1y(x, t)∂xy(x, t) + ν2∂

2
xy(x, t) = 0, x ∈ I, t > 0,

y(0, t) = y(1, t) = ∂2
xy(1, t) = 0, t ∈ R+,

∂2
xy(0, t) = ν3∂xy(0, t) +

∫ ∞

0

α(s)∂xy(0, t− s)ds, t ∈ R+,

y(x, 0) = y0(x), x ∈ I,

∂xy(0,−t) = y1(t), t ∈ R+

in which νi are real constants (physical parameters) satisfying the following hypothesis (H̃):

• The constants ν0, ν2 and ν3 satisfy

(5.2) ν0 > 0, ν3 > 0 and 0 < ν2 < π2ν0.

• The memory kernel α satisfies (1.2), (1.3) and (1.4). In turn, instead of (1.6), α obeys the

condition

(5.3)

∫ ∞

0

−α′(s)

ξ(s)
dx := α0 <

2ν0ν3

|1− ν0|2
if ν0 ̸= 1.

No condition is considered on α0 if ν0 = 1.

The reader who is interested in a literature review of the KS equation can consult [12, 13] and the

references therein.

Next, we shall adopt the same notations (2.5) and (2.8)-(2.11) as in Section 2, so (2.6) and (2.7) are

valid, and accordingly the problem (5.1) can be formulated in H as follows:∂tΛ(t) = QΛ(t), t > 0,

Λ(0) = Λ0,
(5.4)

where Λ = (y, η)T , Λ0 = (y0, η0)
T and Q is the nonlinear operator defined by

D(Q) =


Λ ∈ H; QΛ ∈ H, y(0, ·) = y(1, ·) = ∂2

xy(1, ·) = 0, η(·, 0) = 0,

∂2
xy(0, ·) = ν3∂xy(0, ·) +

∫ ∞

0

β(s)η(·, s)ds


QΛ =

(
−ν0∂

4
xy − ν1y∂xy − ν2∂

2
xy

∂xy(0, ·)− ∂sη

)
.
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Let us note that the spaces H1
0 (I) and H1

0 (I)∩H2(I) will be, respectively, equipped with the equivalent

norms ∥∂x · ∥ and ∥∂2
x · ∥ in light of the following Wirtinger’s inequalities [20, 39]:

π2

∫ 1

0

u2(x) dx ≤
∫ 1

0

(∂xu)
2(x) dx, ∀u ∈ H1

0 (I);(5.5)

π2

∫ 1

0

(∂xu)
2(x) dx ≤

∫ 1

0

(∂2
xu)

2(x) dx, ∀u ∈ H1
0 (I) ∩H2(I).(5.6)

Moreover, for T > 0, we consider the space

S = C
(
[0, T ]; L2(I)

)
∩ L2

(
(0, T ); H1

0 (I) ∩H2(I)
)
,

whose norm is

∥ · ∥2S = ∥ · ∥2C([0,T ];L2(I)) + ∥ · ∥2L2((0,T );H2(I)).

Thereafter, we merely argue as for the KdVB equation.

5.1. The linearized system associated to (5.1). The linear system associated to (5.1) (that is (5.1)

with ν1 = 0) can be written in H as follows:

(5.7)

{
∂tΛ(t) = KΛ(t), t > 0,

Λ(0) = Λ0,

where K is the linear operator defined by

(5.8)


D (K) =


Λ ∈ H; KΛ ∈ H, y(0, ·) = y(1, ·) = ∂2

xy(1, ·) = 0, η(·, 0) = 0,

∂2
xy(0, ·) = ν3∂xy(0, ·) +

∫ ∞

0

β(s)η(·, s)ds

 ,

KΛ =

(
−ν0∂

4
xy − ν2∂

2
xy

∂xy(0, ·)− ∂sη

)
.

Theorem 5.1. Assume that (H̃) hold. Then we have:

(i) The linear operator K defined by (5.8) generates a C0-semigroup of contractions etK and hence,

given an initial data Λ0 ∈ D(K), the Cauchy problem (5.7) has a unique classical solution

(5.9) Λ ∈ C(R+;D(K)) ∩ C1(R+;H).

If Λ0 ∈ H, then (5.7) has a mild solution

(5.10) Λ ∈ C(R+;H).

(ii) For each Λ0 ∈ H and T > 0, there exists a positive constant C such that the solution Λ of (5.7)

stemmed from the initial data Λ0 satisfies the first estimate of (3.6) (with Λ0 instead of Θ0) as

well as

(5.11) ∥∂2
xy∥2L2((0,T );L2(I)) ≤ C∥Λ0∥2H.

Lastly, the mapping

(5.12) Υ : Λ0 ∈ H 7→ Υ(Λ0) = Λ(·) = e·KΛ0 ∈ S × C ([0, T ]; Lβ)

is continuous.
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Proof. Arguing as for (3.8) and using (5.8), we have that, for any Λ = (y, η)T in D(K),

⟨KΛ,Λ⟩H = −ν0ν3(∂xy)
2(0, ·)− ν0∥∂2

xy∥2 + ν2∥∂xy∥2 + (1− ν0)∂xy(0, ·)
∫ ∞

0

β(s)ηds

+
1

2

∫ ∞

0

β′(s)η2ds.

In view of (3.9), (3.10) and (5.6), the latter gives

⟨KΛ,Λ⟩H ≤
[
|1− ν0|

ϵ

2
− ν0ν3

]
(∂xy)

2(0, ·) + 1

2

[
1− α0

ϵ
|1− ν0|

] ∫ ∞

0

β′(s)η2ds

+
( ν2
π2

− ν0

)
∥∂2

xy∥2,(5.13)

for any ϵ > 0. By virtue of (H̃), one can choose ϵ as follows

(5.14) α0|1− ν0| < ϵ <
2ν0ν3
|1− ν0|

if ν0 ̸= 1,

and consequently (5.13) leads to (in both cases ν0 = 1 and ν0 ̸= 1)

(5.15) ⟨KΛ,Λ⟩H ≤ −ϑ(∂xy)
2(0, ·)− ϑ∥∂2

xy∥2 + ϑ

∫ ∞

0

β′(s)η2ds,

where

(5.16) ϑ = min

{
1

2

[
1− α0

ϵ
|1− ν0|

]
, ν0ν3 − |1− ν0|

ϵ

2
, ν0 −

ν2
π2

}
.

Clearly, ϑ is a well-defined positive number in view of (H̃). This, together with (5.2) and (5.15), implies

that K is dissipative.

Next, we show that λI − K is onto H, for any λ > 0. Indeed, given (z, f)T in H, we seek (y, η)T in

D(K) so that

(5.17)



λy + ν0∂
4
xy + ν2∂

2
xy = z,

λη − ∂xy(0, ·) + ∂sη = f,

y(0, ·) = y(1, ·) = ∂2
xy(1, ·) = 0,

η(·, 0) = 0,

∂2
xy(0, ·) = ν3∂xy(0, ·) +

∫ ∞

0

β(s)η(·, s)ds.

Solving (5.17)2 and using (5.17)4, we obtain

η(·, s) =
∫ s

0

e−λ(s−r) (∂xy(0, ·) + f(r)) dr.

Thereby, it amounts to solving the following problem:

(5.18)


λy + ν0∂

4
xy + ν2∂

2
xy = z,

y(0, ·) = y(1, ·) = ∂2
xy(1, ·) = 0,

∂2
xy(0, ·) =

(
ν3 +

∫ ∞

0

∫ s

0

β(s)e−λ(s−r) drds

)
∂xy(0, ·) +

∫ ∞

0

∫ s

0

β(s)e−λ(s−r)f(r) drds,

which has the weak formulation∫ 1

0

(
λyϕ+ ν0∂

2
xy∂

2
xϕ− ν2∂xy∂xϕ

)
dx+ ν0

(
ν3 +

∫ ∞

0

∫ s

0

β(s)e−λ(s−r) drds

)
∂xy(0)∂xϕ(0)

= −ν0∂xϕ(0)

∫ ∞

0

∫ s

0

β(s)e−λ(s−r)f(r) drds+

∫ 1

0

zϕdx,

for any ϕ in H1
0 (I) ∩ H2(I). Lastly, Lax-Milgram Theorem (see for instance [8]) permits to claim the

existence and uniqueness of a solution y in H1
0 (I) ∩ H2(I) to the last problem and then by virtue of
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standard arguments used for elliptic linear equations, we can check that y ∈ H1
0 (I) ∩H4(I) and recover

the boundary conditions. Thus, the operator λI−K is onto H. The assertions (i) immediately follow from

the fact that K is a closed and densely defined operator and the semigroups theory of linear operators

[31].

With regard to the second item of the theorem, it suffices to establish it for solutions of (5.7) stemmed

from the domain D(K) by means of use a standard argument of density. Then, multiply the first (resp.

second) equation of (5.7) by y (resp. β(s)η) and then integrate over I (resp. [0,∞)), we get (after

performing similar computations as for (5.15))

ϑ(∂xy)
2(0, ·) + ϑ∥∂2

xy∥2 − ϑ

∫ ∞

0

β′(s)η(·, s)ds ≤ −⟨KΛ,Λ⟩H = −⟨∂tΛ,Λ⟩H = −∂t

(
1

2
∥Λ∥2H

)
,

where ϑ is defined by (5.16), therefore, by integrating over [0, T ], it follows that

ϑ∥(∂xy)(0, ·)∥2L2(0,T ) + ϑ∥∂2
xy∥2L2((0,T );L2(I)) − ϑ

∫ T

0

∫ ∞

0

β′(s)η(t, s)dsdt ≤ 1

2
∥Λ0∥2H.

This together with the contraction of the semigroup etK leads to the desired results. □

5.2. A non-homogeneous linear system associated to (5.1). The next step is to consider the linear

system (5.7) but with a source term z : (x, t) ∈ I × R+ 7→ z(x, t) ∈ R, namely,

(5.19)

{
∂tΛ(t) = KΛ(t) + (z(x, t), 0), t > 0,

Λ(0) = Λ0,

whose energy is also defined by (3.22) (with Λ instead of Θ). We have the following result:

Theorem 5.2. Assume that (H̃) holds. Then we have:

(i) If Λ0 = (y0, η0)
T ∈ H and z ∈ L1((0, T );L2(I)), then there exists a unique mild solution Λ =

(y, ηt)T of (5.19) such that

Λ ∈ S × C([0, T ];Lβ),

and

(5.20)


∥Λ∥2C([0,T ];H) ≤ C0

(
∥Λ0∥2H + ∥z∥2L1((0,T );L2(I))

)
,

∥∂xy(0, ·)∥2L2(0,T ) ≤ C1

(
∥Λ0∥2H + ∥z∥2L1((0,T );L2(I))

)
,

∥y∥2S ≤ C2

(
∥Λ0∥2H + ∥z∥2L1((0,T );L2(I))

)
,

for some positive constants C0, C1 > 0 and C2 independent of Λ0 and z.

(ii) Given y ∈ S, we have y∂xy ∈ L1((0, T );L2(I)) and the map

∆ : y ∈ S 7→ y∂xy ∈ L1((0, T );L2(I))

is continuous.

Proof. The contraction of the semigroup etK and the fact that z ∈ L1((0, T );L2(I)) allow us to deduce

the existence, uniqueness and smoothness results [31]. For the estimates (5.20), using once again a density

argument and recalling that the energy of (5.19) is defined by (3.22), we can obtain as for (5.15)

(5.21) E′(t) ≤ −ϑ(∂xy)
2(0, ·)− ϑ∥∂2

xy(t)∥2 + ϑ

∫ ∞

0

β′(s)η(·, s)ds+
∫ 1

0

y(x, t)z(x, t)dx.
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Subsequently, we integrate (5.21) and then use Cauchy-Schwarz and Young’s inequalities to reach

∥Λ∥2H + 2ϑ∥∂xy(0, ·)∥2L2(0,T ) + 2ϑ∥∂2
xy∥2L2((0,T );L2(I)) − 2ϑ

∫ ∞

0

β′(s)η(·, s)ds

≤ ∥Λ0∥2H + δ max
t∈[0,T ]

∥y(·, t)∥2ds+ 1

δ

(∫ T

0

∥z(·, t)∥dt

)2

,(5.22)

for any δ > 0. Finally, invoking (5.5) and (5.6) and picking up δ small enough, we obtain the desired

estimates (5.20).

Concerning the proof the second part (ii), the reader is referred to [14]. □

5.3. Well-posedness of (5.1). Based on the above discussion, one can obtain analogously to Theorem

3.3 (see also [14, Theorem 2.4]) the following theorem:

Theorem 5.3. Assume that (H̃) holds. Given T > 0, there exist two positive constants M0 and M such

that for every initial condition Λ0 = (y0, η0)
T ∈ H satisfying

(5.23) ∥Λ0∥H ≤ M0,

the problem (5.1) has a unique solution y ∈ S. Moreover, we have

∥y∥S ≤ M∥Λ0∥H.

5.4. Stability of (5.1). Our stability results for (5.4) are the same as for (2.12), more precisely, we have

the next theorem.

Theorem 5.4. Assume that (H̃) holds and Λ0 ∈ H satisfying (5.23). Then there exist positive constants

c and c̃ such that the solution Λ of (5.4) satisfies the stability estimates (4.3) and (4.4), where h is defined

in (4.5).

Proof. Because (5.19) with z = −ν1y∂xy is reduced to (5.4), then, from (5.21) with z = −ν1y∂xy, we

conclude that

E′(t) ≤ −ϑ(∂xy)
2(0, ·)− ϑ∥∂2

xy(t)∥2 + ϑ

∫ ∞

0

β′(s)η2 ds− ν1

∫ 1

0

y2(x, t)∂xy(x, t)dx,

therefore, using the Dirichlet boundary conditions in (5.1)2, we see that

−ν1

∫ 1

0

y2(x, t)∂xy(x, t)dx = −ν1
3

[
y3
]1
0
= 0,

thus the above two properties imply that

(5.24) E′(t) ≤ −ϑ(∂xy)
2(0, t)− ϑ∥∂2

xy(t)∥2 + ϑ

∫ ∞

0

β′(s)η2 ds.

By combining (5.24) with (5.5) and (5.6), it follows that

(5.25) E′(t) ≤ −π4ϑ∥y(·, t)∥2 = −2π4ϑE(t) + π4ϑ

∫ ∞

0

β(s)η2 ds.

It is clear that (5.25) is similar to (4.7), so it leads to (4.8) with π4ϑ instead of ω0

c0
.

If ξ′ = 0, we see that (4.9) holds with ϑ instead of κ, and then (4.10) is valid. Consequently, we get

the exponential decay estimate (4.3).

If ξ′ ̸= 0, and according to (5.24), we observe that (4.11) is valid with ϑ instead of κ. Therefore, the

same computations show that (4.12), (4.13), (4.14) and (4.15) are still valid. Consequently, the proof of

(4.4) can be ended as in the proof of Theorem 4.1 - Subcase 1.2. □
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Remark 4. The reader has certainly noticed that well-posedness result of the KS problem is established

under the condition νi > 0, for i = 0, 2, 3 (see (5.2)). Of course, ν0 and ν2 are positive as they represent

respectively the viscosity term coefficient and the anti-diffusion parameter. Notwithstanding, the require-

ment ν3 > 0 is used for sake of simplicity, and hence, can be relaxed. In fact, one can assume that ν3 is

a non positive real constant and then appropriate modifications should be made. For instance, using the

trace inequality

(∂xy)
2(0, ·) ≤ 2∥∂xy∥2 + ∥∂2

xy∥2,

along with (5.6), the estimate (5.13) leads to

⟨KΛ,Λ⟩H ≤
[(

|1− ν0|
ϵ

2
− ν0ν3

)( 2

π2
+ 1

)
+

ν2
π2

− ν0

]
∥∂2

xy∥2

+
1

2

[
1− α0

ϵ
|1− ν0|

] ∫ ∞

0

β′(s)η2ds,(5.26)

for any ϵ > 0 and ν3 ≤ 0. Keeping the first and third conditions in (5.2) unchanged, one should require

that the parameters α0 and ν3 obey the following weaker conditions than (5.3) and the second one in

(5.2), respectively:

ν3 >
1

2 + π2

(
ν2
ν0

− π2

)
and

α0 <
2

(1− ν0)2

(
π2ν0 − ν2
2 + π2

+ ν0ν3

)
if ν0 ̸= 1,

so that we can choose ϵ (instead of (5.14)) as follows

α0|1− ν0| < ϵ <
2

|1− ν0|

[
1

2 + π2

(
π2ν0 − ν2

)
+ ν0ν3

]
.

In this case, the dissipativity of the operator K follows from (5.26) since we have

⟨KΛ,Λ⟩H ≤ −ϑ∥∂2
xy∥2 + ϑ

∫ ∞

0

β′(s)η2ds,

where instead of (5.16), the positive constant ϑ is

ϑ = min

{
1

2

[
1− α0

ϵ
|1− ν0|

]
, ν0 −

ν2
π2

−
(
|1− ν0|

ϵ

2
− ν0ν3

)( 2

π2
+ 1

)}
.

Thereafter, running on much the same lines as previously done with of course a number of minor changes,

we can obtain similar results to those in Theorem 5.1, Theorem 5.2, Theorem 5.3 and Theorem 5.4.

6. Numerical analysis of (1.1) and (5.1)

6.1. Generalized scheme proposal. In this section, we will present a numerical scheme that solves

both (1.1) and (5.1). For M ∈ N, we will discretize the interval [0, 1] using M + 1 equally separated

nodes. Let us define xk = k∆x, k = 0, 1, . . . ,M and ∆x := 1
M . For the time variable, and for n ∈ N, let

tn := n∆t; ∆t ∈ (0, 1). With this, we will write ynk ≈ y(xk, tn); that is, y
n
k will be our numerical solution

at x = xk and t = tn. Define y
n+ 1

2

k :=
yn+1
k +yn

k

2 . Due to computational limitations, we will consider a

bounded domain [0, sf ] for the s variable, discretized using L points si = i∆s, i = 0, 1, . . . , L − 1, for

∆s < 1 given.

Because we are dealing with both (1.1) and (5.1), let us focus our attention on the following PDE:

(6.1) ∂ty(x, t) + α1∂xy(x, t) + α2∂
2
xy(x, t) + α3∂

3
xy(x, t) + α4∂

4
xy(x, t) + α5y(x, t)∂xy(x, t) = 0

where αi ∈ R, i = 1, 2, 3, 4. Thus, when α4 = 0 we recover (1.1), while (5.1) is obtained when α1 = α3 = 0.
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We will approximate (6.1) using a finite differences approach. To this end, let us define the vector

space

X̂M = {u = (u0 u1 . . . uM )T ∈ RM+1 : u0 = uM = 0},

and the vector subspace

XM := {v ∈ RM−3 : u = (u0 . . . uM )T ∈ X̂M , v = (u2 u3 u4 . . . uM−2)
T }.

Let yn ∈ XM . The derivatives will be approximated using

∂ty(xk, tn) ≈
yn+1
k − ynk

∆t
;

∂xy(xk, tn) ≈ Dxy
n
k :=

ynk+1 − ynk−1

2∆x
;(6.2)

∂2
xy(xk, tn) ≈ D2

xy
n
k :=

ynk+1 − 2ynk + ynk−1

∆x2
;

∂3
xy(xk, tn) ≈ D3

xy
n
k :=

1
2y

n
k+2 − ynk+1 + ynk−1 − 1

2y
n
k−2

∆x3
;

∂4
xy(xk, tn) ≈ D4

xy
n
k :=

ynk+2 − 4ynk+1 + 6ynk − 4ynk−1 + ynk−2

∆x4
.

All these are second-order approximations of their respective derivatives. They also induce the definition

of the following matrix operators in R(M−3)×(M−3) over yn:

Dyn :=
1

∆x



0 1
2

− 1
2 0 1

2

. . .
. . .

. . .

− 1
2 0 1

2

− 1
2 0

 ,D2
xy

n :=
1

∆x2



−2 1

1 −2 1
. . .

. . .
. . .

1 −2 1

1 −2



D3
xy

n :=
1

∆x3



0 −1 1
2

1 0 −1 1
2

− 1
2 1 0 −1 1

2

. . .
. . .

. . .
. . .

. . .

− 1
2 1 0 −1 1

2

− 1
2 1 0 −1

− 1
2 1 0


,D4

xy
n :=

1

∆x4



6 −4 1

−4 6 −4 1

1 −4 6 −4 1
. . .

. . .
. . .

. . .
. . .

1 −4 6 −4 1

1 −4 6 −4

1 −4 6


.

Thus, our generalized Crank-Nicholson numerical scheme for (6.1) will be defined as follows: find yn+1 ∈
XM such that

(6.3)
yn+1 − yn

∆t
+ α1Dxy

n+ 1
2 + α2D

2
xy

n+ 1
2 + α3D

3
xy

n+ 1
2 + α4D

4
xy

n+ 1
2 + α5y

n+ 1
2Dxy

n+ 1
2 = 0, n ∈ N,

for y0 ∈ XM given. The boundary conditions will be considered in subsections 6.2 and 6.4. In order to

solve for yn+1, we will have to solve the following problem for each timestep:

(6.4)

(
I + α1

∆t

2
Dx + α2

∆t

2
D2

x + α3
∆t

2
D3

x + α4
∆t

2
D4

x

)
yn+1

=

(
I − α1

∆t

2
Dx − α2

∆t

2
D2

x − α3
∆t

2
D3

x − α4
∆t

2
D4

x

)
yn − α5y

n+ 1
2Dxy

n+ 1
2 − fn − fn+1

,

where I ∈ R(M+1)×(M+1) is the identity matrix. Inturn, the vectors fn ∈ RM−3, containing the bound-

ary terms, will be properly defined later. This is a nonlinear problem which will be solved using a Picard

fixed point iteration. This means that we need to solve a pentadiagonal system of equations many times
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per timestep. Because the structure of the coefficient matrix is the same during the whole simulation, an

LU decomposition is computed only once using the LAPACK package for FORTRAN 90, and used to solve

for the rest of the calculations.

We will explain why the matrix operators do not act directly over yn1 and ynM−1. As this will be

considered for both the KdVB and KS equations, let us pay our attention to the approximation of the

fourth derivative at x = x2, x = x3, x = xM−3, and x = xM−2:

D4
xy

n+1
2 =

yn+1
0 − 4yn+1

1 + 6yn+1
2 − 4yn+1

3 + yn+1
4

∆x4
;

D4
xy

n+1
3 =

yn+1
1 − 4yn+1

2 + 6yn+1
3 − 4yn+1

4 + yn+1
5

∆x4
;

D4
xy

n+1
M−3 =

yn+1
M−5 − 4yn+1

M−4 + 6yn+1
M−3 − 4yn+1

M−2 + yn+1
M−1

∆x4
;

D4
xy

n+1
M−2 =

yn+1
M−4 − 4yn+1

M−3 + 6yn+1
M−2 − 4yn+1

M−1 + yn+1
M

∆x4
.

Since yn+1
0 = yn+1

M = 0, and yn+1
1 with yn+1

M−1 are both known, we will define the matrix operator D̂
4

x as

follows

D̂
4

xy
n+1 =

1

∆x4



6 −4 1

−4 6 −4 1

1 −4 6 −4 1
. . .

. . .
. . .

. . .
. . .

1 −4 6 −4 1

1 −4 6 −4

1 −4 6





yn+1
2

yn+1
3
...
...

yn+1
M−3

yn+1
M−2


+

1

∆x4



−4yn+1
1

yn+1
1

0
...

0

yn+1
M−1

−4yn+1
M−1


;

this is,

D̂
4

xy
n+1 = D4

xy
n+1 +

1

∆x4



−4yn+1
1

yn+1
1

0
...

0

yn+1
M−1

−4yn+1
M−1


.

In a similar fashion, we will re-define the matrix operators for the other derivatives:

D̂xy
n+1 =

1

∆x



0 1
2

− 1
2 0 1

2

. . .
. . .

. . .

− 1
2 0 1

2

− 1
2 0




yn+1
2
...
...

yn+1
M−2

+
1

∆x



− 1
2y

n+1
1

0
...

0
1
2y

n+1
M−1

 ,

https://www.netlib.org/lapack/
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D̂
2

xy
n+1 =

1

∆x2



−2 1

1 −2 1
. . .

. . .
. . .

1 −2 1

1 −2




yn+1
2
...
...

yn+1
M−2

+
1

∆x2



yn+1
1

0
...

0

yn+1
M−1

 ,

D̂
3

xy
n+1 =

1

∆x3



0 −1 1
2

1 0 −1 1
2

− 1
2 1 0 −1 1

2

. . .
. . .

. . .
. . .

. . .

− 1
2 1 0 −1 1

2

− 1
2 1 0 −1

− 1
2 1 0





yn+1
2

yn+1
3
...
...

yn+1
M−3

yn+1
M−2


+

1

∆x3



yn+1
1

− 1
2y

n+1
1

0
...

0
1
2y

n+1
M−1

−yn+1
M−1


.

This motivates the definition of the vector

fn+1 :=
1

∆x



− 1
2y

n+1
1

0
...

0
1
2y

n+1
M−1

+
1

∆x2



yn+1
1

0
...

0

yn+1
M−1

+
1

∆x3



yn+1
1

− 1
2y

n+1
1

0
...

0
1
2y

n+1
M−1

−yn+1
M−1


+

1

∆x4



−4yn+1
1

yn+1
1

0
...

0

yn+1
M−1

−4yn+1
M−1


,

which in turns leads to (6.4).

As our focus will be on the energy decay, we will define the following discrete analogue:

E(yn) :=
1

2

M−1∑
i=1

|yni |2∆x+

L∑
i=0

β(si)η
2(tn, si)∆s.

6.2. Boundary conditions for (1.1). While the boundary conditions for y(x, t) at x = 0 and x = 1

are already imposed in the definition of the vector space XM , we still need to consider the conditions for

∂xy(x, t). This means we need to impose conditions for yn+1
1 and yn+1

M−1. Let us recall the memory term

associated to (1.1)

∂xy(1, t) = ω4∂xy(0, t) +

∫ ∞

0

α(s) ∂xy(0, t− s)ds.

Discretizing the terms outside the integral, we get

Dxy
n+1
M = ω4Dxy

n+1
0 +

∫ ∞

0

α(s) ∂xy(0, t− s)ds,

and after considering (6.2),

yn+1
M+1 − yn+1

M−1

2∆x
= ω4

yn+1
1 − yn+1

−1

2∆x
+

∫ ∞

0

α(s) ∂xy(0, t− s)ds.

Observe that extra nodes at x = (M + 1)∆x and x = −∆x appear; instead, we will assume that

yn+1
M+1 = yn+1

−1 = 0 due to our already known boundary conditions. Thus, the previous expression turns

into

(6.5) 0 =
yn+1
M−1

2∆x
+ ω4

yn+1
1

2∆x
+

∫ ∞

0

α(s) ∂xy(0, t− s)ds.
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Therefore, we will only need to compute yn+1
1 or yn+1

M−1. Let us turn our attention to yn+1
1 , and let us

recall (2.7) ∫ ∞

0

β(s)η(t, s) ds =

∫ ∞

0

α(s)∂xy(0, t− s) ds.

Evaluating the latter at t = tn+1 and separating the integral in the right hand side, we have∫ ∞

0

β(s)η(tn+1, s) ds =

∫ tn+1

0

α(s)∂xy(0, tn+1 − s) ds+

∫ ∞

tn+1

α(s)∂xy(0, tn+1 − s) ds.

Since we know the value of ∂xy only at discrete values of t, and the function α is previously known in its

exact form, we will approximate the first integral of the right side of the last identity as follows

∫ tn+1

0

α(s)∂xy(0, tn+1 − s) ds ≈
n+1∑
i=0

α(si)∂xy(0, tn+1 − si)∆t,

where, in this integral, si = i∆t. After considering this, and pulling out the first term in the finite sum,

we can rewrite (2.7) as

∫ ∞

0

β(s)η(tn+1, s) ds = α(0)∂xy(0, tn+1)∆t+

n+1∑
i=1

α(si)∂xy(0, tn+1−si)∆t+

∫ ∞

tn+1

α(s)∂xy(0, tn+1−s) ds,

where the approximation sign was changed to an equality, because this is the expression we will manipulate

to compute yn+1
1 . Recalling (6.2), we get

∫ ∞

0

β(s)η(tn+1, s) ds = α(0)
yn+1
1 − yn+1

−1

2∆x
∆t+

n+1∑
i=1

α(si)∂xy(0, tn+1−si)∆t+

∫ ∞

tn+1

α(s)∂xy(0, tn+1−s) ds,

because yn+1
−1 = 0, and after re-arranging terms, we get an expression to compute yn+1

1 :

(6.6)

yn+1
1 =

2∆x

α(0)∆t

(∫ ∞

0

β(s)η(tn+1, s) ds−
n+1∑
i=1

α(si)∂xy(0, tn+1 − si)∆t−
∫ ∞

tn+1

α(s)∂xy(0, tn+1 − s) ds

)
.

Replacing in (6.5), we get yn+1
M−1. The other integrals involved are computed using a Simpson’s Rule.

6.3. Numerical experiments for the KdVB problem.

6.3.1. Case 1. Let us present some results regarding (1.1). For this case, we will use w0 = 0.01, w1 = 1,

w2 = 2, w3 = 6, w4 = 0.1; t ∈ (0, 5], s ∈ [0, 30]; α(s) = d2e
−d1t, d1 = 2 and d2 = 0.01; y0(x) =

1− cos(2πx); y1(t) = 0, and thus, η0(s) = 0; ∆s = 1.8311E − 3, ∆t = 4.8875E − 3, and ∆x = 1.22E − 4.

Figure 1 illustrates our numerical results. It is clear that the energy decay is exponential, as expected

from the previous study.

6.3.2. Case 2. Here we will consider a non-zero function y1. w0 = 0.005, w1 = 1, w2 = 2, w3 = 6,

w4 = −0.9; t ∈ (0, 5], s ∈ [0, 30]; α(s) = d2e
−d1t, d1 = 1 and d2 = 0.01; y0(x) = 1 − cos(2πx);

y1(t) =
sin(t)

10
, and thus, η0(s) =

1− cos(s)

10
; ∆s = 1.831E − 3, ∆t = 4.887E − 3, and ∆x = 1.22E − 4.

Figure 1 illustrates our numerical results. We can see that the energy decay is exponential as well.
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Figure 1. Results for Case 1.
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Figure 2. Results for Case 2.

6.4. Boundary conditions for (5.1). Let us focus our attention now on problem (5.1). The additional

condition ∂2
xy(1, t) = 0 can be translated to

yn+1
M−1 − 2yn+1

M + yn+1
M+1

∆x2
= 0.

The fact that yn+1
M = 0 motivates us to consider yn+1

M+1 = 0; thus, yn+1
M−1 = 0 as well. Regarding the

memory condition, we have

yn+1
−1 − 2yn+1

0 + yn+1
1

∆x2
= ν3

yn+1
1 − yn+1

−1

2∆x
+

∞∫
0

α(s)∂xy(0, t− s)ds,

where yn+1
0 . Let us observe, however, that we can obtain conditions for both yn+1

−1 and yn+1
1 . In fact, let

us recall, from (6.6), that

α(0)
yn+1
1 − yn+1

−1

2∆x
∆t =

∫ ∞

0

β(s)η(tn+1, s) ds

−
n+1∑
i=1

α(si)∂xy(0, tn+1 − si)∆t−
∫ ∞

tn+1

α(s)∂xy(0, tn+1 − s) ds.(6.7)

From which we obtain

yn+1
−1 = yn+1

1 − 2∆x

α(0)∆t

(∫ ∞

0

β(s)η(tn+1, s) ds−
n+1∑
i=1

α(si)∂xy(0, tn+1 − si)∆t−
∫ ∞

tn+1

α(s)∂xy(0, tn+1 − s) ds

)
.
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Figure 3. Results for Case 3.
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Figure 4. Results for Case 4.

Replacing in (6.7),

yn+1
1

(
1− ν3∆x− 2

ν3∆x+ 2

)
=

2∆x

α(0)∆t

(∫ ∞

0

β(s)η(tn+1, s) ds−
n+1∑
i=1

α(si)∂xy(0, tn+1 − si)∆t−
∫ ∞

tn+1

α(s)∂xy(0, tn+1 − s) ds

)

+
2∆x2

2 + ν3∆x

∞∫
0

α(s)∂xy(0, t− s)ds,

which allows us to proceed as for the KdVB case.

6.5. Numerical experiments for the KS problem.

6.5.1. Case 3. As a first example, let us consider the KS equation with ν0 = 0.01, ν1 = 1, ν2 = 0.1,

ν3 = 0.1; t ∈ (0, 1], s ∈ [0, 30]; α(s) = d2e
−d1s with d1 = 1 and d2 = 0.1; y1(t) = 0; y0(x) = 1− cos(2πx);

∆s = 2.932E − 2, ∆t = 3.921E − 3 and ∆x = 9.737E − 4. Figure 3 illustrates our numerical results.

6.5.2. Case 4. We will repeat Case 2 but using y1(t) =
sin(s)

100
; t ∈ (0, 0.6], s ∈ [0, 25]; ∆s = 2.443E − 2,

∆t = 9.523E − 3 and ∆x = 1.941E − 3. Results are in Figure 4.

6.5.3. Case 5. As a final example, let us consider α(s) = d2(1 + s)−d1 , with d1 = 2 and d2 = 0.01.

Regarding the other parameters, we will use ν0 = 0.05, ν1 = 1, ν2 = 0.1, ν3 = 1; y1(t) = 0; y0(x) =

1 − cos(2πx); t ∈ (0, 5], s ∈ [0, 30]; ∆s = 2.932E − 2, ∆t = 1.96E − 2 and ∆x = 9.737E − 4. Energy

decay can be seen in Figure 5.
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Figure 5. Energy decay in Case 5.

7. Concluding discussion

In this paper, we provide an answer to the question posed in [14]. More precisely, we show that the well-

posedness and stability properties for the KdVB equation are robust vis-à-vis a boundary memory-type

control. Moreover, it shown that such a control contributes to the stability of the solutions. Obviously,

our findings are obtained under some conditions on the physical parameters of the system, the memory

kernel and the initial condition. This outcome is shown to be also true for the KdV equation, but more

importantly, for a completely different type of problems related to the KS equation. Our results are

ascertained by means of a numerical study.

We aspire in a future work to investigate an interesting problem related to these KdVB and KS

equations, not treated herein, is the well-posed and stability when the physical parameters of the equations

vary either in terms of x or t or both. In the same spirit, the question what happens if the memory kernel

is time-dependent is also paramount.
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conforming finite element method for a nonisothermal fluid-membrane interaction
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