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Numerical analysis of a stabilized mixed method applied to
incompressible elasticity problems with Dirichlet and with

mixed boundary conditions

Tomás Barrios, Edwin Behrens,
Rommel Bustinza

PREPRINT 2021-26

SERIE DE PRE-PUBLICACIONES





Numerical analysis of a stabilized mixed method applied to

incompressible elasticity problems with Dirichlet and with mixed

boundary conditions

Tomás P. Barrios ∗, Edwin M. Behrens † and Rommel Bustinza ‡

Abstract

We analyze a new stabilized dual-mixed method applied to incompressible linear elasticity
problems, considering two kind of data on the boundary of the domain: nonhomogeneous Dirichlet
and mixed boundary conditions. In this approach, we circumvent the standard use of the rotation
to impose weakly the symmetry of stress tensor. We prove that the new variational formulation
and the corresponding Galerkin scheme are well-posed. We also provide the rate of convergence
when each row of the stress is approximated by Raviart-Thomas elements and the displacement
is approximated by continuous piecewise polynomials. Moreover, we derive a residual a posteriori
error estimator for each situation. The corresponding analysis is quite different, depending on
the type of boundary conditions. For known displacement on the whole boundary, we based our
analysis on Ritz projection of the error, and requires a suitable quasi-Helmholtz decomposition of
functions living in H(div; Ω). As a result, we obtain a simple a posteriori error estimator, that
consists of five residual terms, and results to be reliable and locally efficient. On the other hand,
when we consider mixed boundary conditions, these tools are not necessary. Then, we are able to
develop an a posteriori error analysis, which provide us of an estimator consisting of three residual
terms. In addition, we prove that in general this estimator is reliable, and when the traction
datum is piecewise polynomial, locally efficient. In the second situation, we propose a numerical
procedure to compute the numerical approximation, at a reasonable cost. Finally, we include several
numerical experiments that illustrate the performance of the corresponding adaptive algorithm for
each problem, and support its use in practice.

Mathematics Subject Classifications (1991): 65N15, 65N30, 65N50

Key words: A posteriori error estimates, augmented mixed formulation, Ritz projection of the error,
quasi-Helmholtz decomposition.
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1 Introduction

In this paper, we are concerned with the development of efficient numerical methods for linear elasticity
equations by using a stabilized Galerkin finite element method. Let Ω ⊂ R2 be a bounded and simply
connected domain with a Lipschitz-continuous boundary Γ := ∂Ω of an elastic body subject to an
exterior force f ∈ [L2(Ω)]2 and a given displacement boundary condition g. The kinematic model of
linear elasticity seeks a displacement vector field u satisfying

−div(σ(u)) = f in Ω , u = g on Γ ,

where σ(u) is the symmetric Cauchy stress tensor. For linear, homogeneous, and isotropic materials,
the Cauchy stress tensor is given by

σ(u) = 2µ ε(u) + λ div(u) I ,

where ε(u) : = 1
2 (∇u + (∇u)t) is the strain tensor, I represents the identity tensor of order 2, µ and

λ are the Lamé constants, which are given by

λ =
Eν

(1 + ν)(1− 2ν)
, µ,=

E

2(1 + ν)
,

with E > 0 being the elasticity modulus and ν ∈ (0, 1/2) represents the Poisson’s ratio. Usually,
locking refers to a phenomenon of numerical approximations for a certain problems whose mathemat-
ical formulations involve a parameter dependency. For the linear elasticity problem, the parameter is
the Poisson ratio ν. For ν close to 1/2 (i.e., when the material is called nearly incompressible), the
parameter λ tends to infinite, furthermore in the limit case ν = 1/2 (or λ = +∞) the exact solution
presupposes the existence of a finite hydrostatic pressure p = λ div(u) in Ω, then when λ is infinite, the
condition of incompressibility is obtained since the displacement must satisfy the constraint div(u) = 0
in Ω.

In this way, a formulation of the elasticity problem that is able to represent the incompressible
behaviour, can be written considering the hydrostatic pressure p as an independent unknown, addi-
tional to the displacement field u. Therefore, we consider the problem: Find the displacement u, the
hydrostatic pressure p and the stress tensor σ of a linear incompressible elastic material occupying the
region Ω such that 

σ = 2µ ε(u) + p I in Ω ,

−div(σ) = f in Ω ,

div(u) = 0 in Ω ,

u = g on Γ ,

(1)

where for uniqueness purpose, we seek p ∈ L2
0(Ω) := {q ∈ L2(Ω) :

∫
Ω q = 0}. In addition, g must

satisfy the compatibility condition:
∫

Γ g · ν = 0, with ν being the unit outward normal vector to Γ.
We remark that problem (1) has already been analyzed in [23], introducing the so-called displacement-
pressure formulation, i.e., eliminating the stress. Here, we study the dual mixed formulation which,
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as it is very well known, allows us to improve the approximation of the stress. A similar structure to
the equations described in (1) can be found in [29], where an augmented mixed finite element method
for the incompressible fluid flow was introduced. The approach there follows the ideas developed in
[31] for the linear elasticity problem, i.e., the incompressible fluid flow is formulated using a dual
mixed method and the resulting variational formulation is stabilized in order to deduce a strongly
coercive bilinear form. As consequence, the simplest choice of stable finite element subspaces (cf.
[29]) is Raviart-Thomas spaces of lowest order for the stress tensor, piecewise linear elements for the
displacement, and piecewise constants for the rotation. However, following the ideas developed in
[20] for the augmented mixed method, it is possible to eliminate the rotation and thus to reduce the
degrees of freedom for the discrete scheme. In this way, our first interest in this article is to explore
the use of augmented mixed method to approximate the solution of (1), circumventing the use of the
rotation. Secondly, we plan to extend the application of the approach to the case when we deal with
Dirichlet and traction data on different parts of the boundary of the domain.

On the other hand, nowadays it is well established that one should apply adaptive mesh refinement
based on a posteriori error estimators for efficient implementation of numerical methods. Various
types of error estimators have been developed and successfully implemented for the linear elasticity
problem; see, for example, the survey papers [37] and [21]. We are particularly interested in the error
estimators developed for augmented mixed approach of low computational cost. More specifically,
concerning linear elasticity problem, in [7] we present an alternative a posteriori error estimator to the
ones developed in [17]. This approach is based on the Ritz projection of the error (see [16]), and in the
case of homogeneous Dirichlet boundary condition, we obtain a reliable and local efficient a posteriori
error estimator, that only requires the computation of five residuals per element at most, which is a
low computational cost comparing with the eleven terms included in the estimator developed in [17]
for the same case. Furthermore, a similar reduction we have deduced for the extension to elasticity
problem with non homogeneous Dirichlet and mixed boundary conditions whose a posteriori error
analysis is presented in [6] and the corresponding low cost estimators were introduced in [7] and [9],
respectively. Additionally, we comment that this kind of a posteriori error estimator, at least, have
been developed successfully in other applications. For example, in fluid mechanics framework we can
mention the study of the Darcy flow in [13] and [14], the Brinkman model in [11] and [10], a general
pseudo-compressible and incompressible fluid flow in [4] and [8], respectively, and the Oseen equations
in [15]. Then, our second aim in this article is to develop the corresponding a posteriori estimator of
low computational cost, for each one of the boundary value problems, in order to obtain an efficient
implementation for the new approaches. We remark that the analysis we present in this work, is valid
for 2D and 3D cases. For simplicity, we will describe it for 2D case.

The rest of the paper is organized as follows. In Section 2, with the purpose of clarifying the
presentation, we deduce the dual mixed variational formulation for the incompressible elasticity in
the plane. A stabilization mechanism for this formulation is introduced in Section 3, as well as the
Galerkin scheme and the simplest finite element subspaces that can be used. In Section 4, we develop
the a posteriori error analysis and propose the new a posteriori error estimate. The extension to
mixed boundary conditions is established in Section 5, while in Section 6 we derive a corresponding a
posteriori error estimator. Finally, in Section 7 we provide several numerical experiments that support
the use of the theoretical results in practice.

3



We end this section with some notations to be used throughout the paper. Given a Hilbert space H,
we denote by H2 (resp., H2×2) the space of vectors (resp., square tensors) of order 2 with entries in H.
Given τ := (τij) and ζ := (ζij) ∈ R2×2, we denote τ t := (τji), tr(τ ) := τ11 + τ22, τ d := τ − 1

2tr(τ ) I

and τ : ζ :=
∑2

i,j=1 τij ζij . We also use the standard notations for Sobolev spaces and norms. We

denote by H(div; Ω) := {τ ∈ [L2(Ω)]2×2 : div(τ ) ∈ [L2(Ω)]2}, H0(div; Ω) := {τ ∈ H(div; Ω) :∫
Ω tr(τ ) = 0}. We recall that H(div; Ω) = H0(div; Ω) ⊕ R I, that is, for any τ ∈ H(div; Ω)

there exists a unique τ0 ∈ H0(div; Ω) and λ := 1
2|Ω|

∫
Ω tr(τ ) ∈ R such that τ = τ0 + λ I. Finally,

C or c (with or without subscripts) will denote generic constants, independent of the discretization
parameters, that may take different values at different occurrences.

2 The dual-mixed formulation

In this section, we describe the classical technique to impose weakly the symmetry of the stress tensor
developed in the early work [1] (also, see [31]). This relies on the introduction of an additional
unknown, called the rotation γ := 1

2 (∇u − (∇u)t) ∈ [L2(Ω)]2×2
skew := {η ∈ [L2(Ω)]2×2 : η+ηt = 0}.

As a result, we have ε(u) = ∇u− γ in Ω. This allows us to rewrite the first equation in (1) as

1

2µ
σ = ∇u − γ +

1

2µ
p I in Ω . (2)

Noticing that tr(σ) = 2 p in Ω, we deduce that σ ∈ H0(div; Ω). Then, we can eliminate the pressure
p from (2), to derive

1

2µ
σd = ∇u − γ in Ω . (3)

Next, proceeding in standard way, we deduce the following variational formulation of (1): Find
(σ,u,γ) ∈ H0(div; Ω)× [L2(Ω)]2 × [L2(Ω)]2×2

skew such that

1

2µ

∫
Ω
σd : τ d +

∫
Ω
u · div(τ ) +

∫
Ω
γ : τ = 〈τν, g〉Γ ∀τ ∈ H0(div; Ω) , (4)

−
∫

Ω
v · div(σ) −

∫
Ω
η : σ =

∫
Ω
f · v ∀(v,η) ∈ [L2(Ω)]2 × [L2(Ω)]2×2

skew . (5)

Hereafter, by 〈·, ·〉Γ we denote the duality pairing of H−1/2(Γ) and H1/2(Γ) with respect to the L2(Γ)
inner product.

In order to prove the unique solvability of the variational formulation, we rewrite it now as a
system of operator equations with a saddle point structure. To this end, we first define the spaces
X := H0(div; Ω), M := [L2(Ω)]2 × [L2(Ω)]2×2

skew. Then, we introduce the operators and functionals
A : X → X ′, B : X → M ′, S : M → M ′, G ∈ X ′, and F ∈ M ′, as suggested by the structure of
(4)-(5), so that this problem can be stated as: Find (σ, (u,γ)) ∈ X ×M such that{

[A(σ), τ ] + [B(τ ), (u,γ)] = [G, τ ] ∀ τ ∈ X ,

[B(σ), (v,η)] = [F, (v,η)] ∀ (v,η) ∈M ,
(6)
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where [·, ·] denotes the duality pairing induced by operators and functionals used in each case. We
recall now an important result that will help us to prove the unique solvability of (6).

Lemma 1 There exists c1 > 0, depending only on Ω, such that

∀ τ ∈ H0(div; Ω) : c1 ‖τ‖2[L2(Ω)]2×2 ≤ ‖τ d‖2[L2(Ω)]2×2 + ‖div(τ )‖2[L2(Ω)]2 . (7)

Proof. We refer to Proposition 3.1 of Chapter IV in [19], or Lemma 3.1 in [2]. �
Existence and uniqueness of the solution of (6) are established in the next result.

Theorem 2 Problem (6) has a unique solution (σ, (u,γ)) ∈ X×M . Moreover, there exists a positive
constant C, independent of the solution, such that

||(σ, (u,γ))||X×M ≤ C ( ||F ||X′ + ||G||M ′ ) .

Proof. First, we notice that the operators A, B, as well as the functionals F and G, are all linear
and bounded. In addition, it is not difficult to deduce

N(B) := Kernel(B) := {τ ∈ X : τ = τ t in Ω and div(τ ) = 0 in Ω}.

Now, invoking (7), we have for any τ ∈ N(B)

[A(τ ), τ ] =
1

2µ
‖τ d‖2[L2(Ω)]2×2 ≥

c1

2µ
‖τ‖2X ,

and therefore we ensure the coercivity of A on N(B). In addition, thanks to Lemma 4.3 in [3], B
satisfies the corresponding inf-sup condition on X ×M . Finally, the unique solvability of (6) is a
consequence of Theorem 2.34 in [28]. We omit further details. �

Remark 3 At first glance, the corresponding discrete mixed formulation to (6) needs to satisfy a
discrete version of the inf-sup condition. This implies that it is not possible to use any pair of the
subspaces, in practice. In order to enlarge the choice of pairs of subspaces to approximate the exact
solution, we propose a stabilized scheme in next section. In particular, we will follow an approach that
allows us to relax the use of the rotation as an extra unknown.

3 The augmented mixed finite element method

In this section, we analyse a stabilized formulation of problem (4)-(5). The fact that the displacement
belongs actually to [H1(Ω)]2, can be used in order to eliminate the rotation in (3). Indeed, proceeding

as in [20], we define the skew symmetric tensor γ(v) := ∇v−(∇v)t

2 , for any v ∈ [H1(Ω)]2. This allows
us to rewrite (3) as follows:

1

2µ
σd = ∇u − γ(u) in Ω . (8)
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In addition, there holds ∫
Ω
γ(v) : σ = 0 in Ω ∀ v ∈ [H1(Ω)]2 , (9)

thanks to the symmetry of σ. These equations allow us to introduce the following mixed variational
formulation for the first order system (1): Find (σ,u) ∈ H0(div; Ω)× [H1(Ω)]2 such that

1

2µ

∫
Ω
σd : τ d +

∫
Ω
u · div(τ ) +

∫
Ω
γ(u) : τ = 〈τν, g〉Γ ∀ τ ∈ H0(div; Ω) , (10)

−
∫

Ω
v · div(σ) −

∫
Ω
γ(v) : σ =

∫
Ω
f · v ∀ v ∈ [H1(Ω)]2. (11)

Now, we proceed as in [31], and include the least-squares terms given by

κ1

∫
Ω

(
ε(u) − 1

2µ
σd
)

:
(
ε(v) +

1

2µ
τ d
)

= 0 ∀ (τ ,v) ∈ H(div; Ω)× [H1(Ω)]2 , (12)

κ2

∫
Ω

div(σ) · div(τ ) = − κ2

∫
Ω
f · div(τ ) ∀τ ∈ H(div; Ω) , (13)

κ3

∫
Γ
u · v = κ3

∫
Γ
g · v ∀ v ∈ [H1(Ω)]2 , (14)

with κ1, κ2, κ3 ∈ R at our disposal.
In what follows, we denote byH := H(div; Ω)×[H1(Ω)]2 andH0 := H0(div; Ω)×[H1(Ω)]2 ⊆ H.

We provide H with the inner product

〈(ρ, z), (τ ,v)〉H := (ρ, τ )H(div;Ω) + (z,v)[H1(Ω)]2 ∀ (ρ, z), (τ ,v) ∈H ×H ,

which induces the norm || · ||H : H → R, given by

‖(τ ,v)‖H :=
(
‖τ‖2H(div;Ω) + ‖v‖2[H1(Ω)]2

)1/2
∀ (τ ,v) ∈ H .

Then, adding the equations (10), (11), (12), (13) and (14), we obtain the following augmented
mixed scheme: Find (σ,u) ∈H0 such that

A((σ,u), (τ ,v)) = F (τ ,v) , ∀ (τ ,v) ∈ H0 , (15)

where the bilinear form A : H ×H → R is given by

A((ρ, z), (τ ,v)) :=
1

2µ

∫
Ω
ρd : τ d +

∫
Ω
z · div(τ ) +

∫
Ω
τ : γ(z)

−
∫

Ω
v · div(ρ) −

∫
Ω
ρ : γ(v) + κ1

∫
Ω

(
ε(z) − 1

2µ
ρd
)

:

(
ε(v) +

1

2µ
τ d
)

+ κ2

∫
Ω

div(ρ) · div(τ ) + κ3

∫
Γ
z · v ∀ (ρ, z), (τ ,v) ∈H ×H ,
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and the linear functional F : H → R is defined by

F (τ ,v) :=

∫
Ω
f · (v − κ2 div(τ ) ) + κ3

∫
Γ
g · v + 〈τν, g〉Γ ∀ (τ ,v) ∈H .

At this point, we recall the following important result, which is another type of Korn’s inequality.

Lemma 4 There exists c2 > 0, depending only on Ω, such that

∀ z ∈ [H1(Ω)]2 : c2 ||z||[H1(Ω)]2 ≤ ||ε(z)||[L2(Ω)]2×2 + ||z||[L2(Γ)]2 . (16)

Proof. We refer to Lemma 3.1 in [32]. (16) is then derived as an application of this Lemma, considering
the continuous mapping p : [H1(Ω)]2 → R, given by p(z) := ||z||[L2(Γ)]2 . �

Lemmas 1 and 4 will be helpful to characterize the values that can take the parameters κ1, κ2, κ3

in order to ensure the boundedness of A in H, and its strong coercivity on H0. As a result, we deduce
that when the stabilization parameters (κ1, κ2, κ3) satisfy the following assumptions: κ1 ∈ (0, 2µ),
κ2 > 0 and κ3 > 0, then there exist positive constants M and α, such that

|A((ρ, z), (τ ,v))| ≤ M ‖(ρ, z)‖H ‖(τ ,v)‖H , ∀ (ρ, z), (τ ,v) ∈H ,

A((τ ,v), (τ ,v)) ≥ α ‖(τ ,v)‖2H , ∀ (τ ,v) ∈ H0 .

By invoking Lax-Milgram theorem, we can prove that the augmented variational formulation (15) has
a unique solution (σ,u) ∈ H0. Moreover, there exists a positive constant C, such that

‖(σ,u)‖H ≤ C
(
‖f‖[L2(Ω)]2 + ‖g‖[H1/2(Γ)]2

)
.

Now, let h be a positive parameter and consider the finite dimensional subspace H0,h ⊂H0. Then,
the discrete Galerkin scheme associated to problem (15) reads: Find (σh,uh) ∈ H0,h such that

A((σh,uh), (τh,vh)) = F (τh,vh) ∀ (τh,vh) ∈ H0,h . (17)

We remark that (17) is also uniquely solvable, for any h > 0, since we are dealing with conforming
schemes. Next, we describe the analysis for a natural choice of H0,h that preserves stability. In what
follows, we assume that Ω is a polygonal region and let {Th}h>0 be a regular family of triangulations
of Ω such that Ω = ∪{T : T ∈ Th }. Given a triangle T ∈ Th, we denote by hT its diameter
and define the mesh size h := max{hT : T ∈ Th }. In addition, given an integer ` ≥ 0 and a
subset S of R2, we denote by P`(S) the space of polynomials in two variables defined in S of total
degree at most `, and for each T ∈ Th, we define the local Raviart-Thomas space of order `, as
RT `(T ) := [P`(T )]2 ⊕ P`(T )x ⊆ [P`+1(T )]2, for all x ∈ T . Next, we define the finite element
subspaces

Hσ
h :=

{
τh ∈ H(div; Ω) : τh|T ∈ [RT `(T )t]2 ∀T ∈ Th

}
,

Hσ
0,h :=

{
τh ∈ Hσ

h :

∫
Ω

tr(τh) = 0

}
,

Hu
h :=

{
vh ∈ [C(Ω)]2 : vh|T ∈ [P`+1(T )]2 ∀T ∈ Th

}
.
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Then, a family of stable finite element subspaces is given by

H0,h := Hσ
0,h ×Hu

h .

Under the assumption that {Th}h>0 is shape-regular, the Galerkin scheme (17) is well-posed, and
a Céa estimate can be obtained. In addition, the corresponding rate of convergence of the Galerkin
scheme (17), for this particular choice of finite element subspaces, is presented in the next theorem.

Theorem 5 Let (σ,u) ∈H0 and (σh,uh) ∈H0,h be the unique solutions of problems (15) and (17),
respectively. In addition, assume that σ ∈ [Hr(Ω)]2×2, div(σ) ∈ [Hr(Ω)]2 and u ∈ [Hr+1(Ω)]2, for
some r ∈ (0, `+ 1]. Then, there exists C > 0, independent of h, such that there holds

‖(σ,u)− (σh,uh)‖H ≤ C hr
(
‖σ‖[Hr(Ω)]2×2 + ‖div(σ)‖[Hr(Ω)]2 + ‖u‖[Hr+1(Ω)]2

)
.

Proof. It is a consequence of Céa’s estimate and the corresponding well known approximation prop-
erties. We omit further details. �

4 A posteriori error analysis

In this section, we partially follow the ideas developed in [7] and [10] (see also, [13], [14] and [8]), and
we obtain a residual-based a posteriori error analysis of the augmented mixed finite element method
(17). We first introduce some notations and results concerning to the Clément and Raviart-Thomas
interpolation operators.

4.1 Some notations and known results

Given T ∈ Th, we let E(T ) be the list of its edges, and let Eh be the list of all edges (counted once)
induced by the triangulation Th. Then, we set Eh := EIh ∪ E∂h , where EIh := {e ∈ Eh : e ⊆ Ω}, and
E∂h := {e ∈ Eh : e ⊆ Γ}. Also, for each edge e ∈ Eh, we fix a unit normal vector νe := (ν1, ν2)t, and
let te := (−ν2, ν1)t be the corresponding fixed unit tangential vector along e. From now on, when no
confusion arises, we simply write ν and t instead of νe and te, respectively. Finally, given a vector
valued field v := (v1, v2)t, we define

curl(v) :=

(
∂v1
∂x2

− ∂v1
∂x1

∂v2
∂x2

− ∂v2
∂x1

)
.

We will use the Clément interpolation operator Ih : H1(Ω)→ C(Ω) ∩ P1(Th) (cf. [25]). A vector
version of Ih, say Ih : [H1(Ω)]2 → Hu

h , which is defined component-wise by Ih, is also required. The
following lemma establishes the local approximation properties of Ih.

Lemma 6 There exist constants c1, c2 > 0, independent of h, such that for all v ∈ H1(Ω) there holds

||v − Ih(v)||Hm(T ) ≤ c1 h
1−m
T |v|H1(ω(T )) , ∀m ∈ {0, 1} ,∀T ∈ Th ,

||v − Ih(v)||L2(e) ≤ c2 h
1/2
e |v|H1(ω(e)) ∀ e ∈ Eh ,
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where ω(T ) :=
⋃
{T ′ ∈ Th : ∂T ′ ∩ ∂T 6= ∅}, he denotes the length of the side e ∈ Eh, and ω(e) :=⋃

{T ′ ∈ Th : ∂T ′ ∩ e 6= ∅} .

Proof. See [25]. �
We also need to introduce the Raviart-Thomas interpolation operator Πk

h : [H1(Ω)]2×2 →Hσ
h as

follows (cf. [19, 34]). Given τ ∈ [H1(Ω)]2×2, Πk
h(τ ) ∈ Hσ

h is uniquely characterized by the following
conditions: ∫

e
Πk
h(τ )ν · q =

∫
e
τ ν · q , ∀e ∈ Eh , ∀ q ∈ [Pk(e)]2 , when k ≥ 0 , (18)∫

T
Πk
h(τ ) : ρ =

∫
T
τ : ρ , ∀T ∈ Th , ∀ρ ∈ [Pk−1(T )]2×2 , when k ≥ 1 . (19)

The operator Πk
h satisfies the following approximation properties.

Lemma 7 There exist constants c3, c4, c5 > 0, independent of h, such that for all T ∈ Th:

||τ −Πk
h(τ )||[L2(T )]2×2 ≤ c3 h

m
T |τ |[Hm(T )]2×2 ∀ τ ∈ [Hm(Ω)]2×2 1 ≤ m ≤ k + 1 (20)

and for all τ ∈ [Hm(Ω)]2×2 with div(τ ) ∈ [Hm(Ω)]2,

||div(τ −Πk
h(τ ))||[L2(T )]2 ≤ c4 h

m
T |div(τ )|[Hm(T )]2 0 ≤ m ≤ k + 1 (21)

and
||τ ν −Πk

h(τ )ν||[L2(e)]2 ≤ c5 h
1/2
e ||τ ||[H1(Te)]2×2 ∀ e ∈ Eh , ∀ τ ∈ [H1(Ω)]2×2 (22)

where Te ∈ Th contains e on its boundary.

Proof. We refer to [19] or [34]. �

Remark 8 The interpolation operator Πk
h can also be defined as a bounded linear operator from the

larger space [Hs(Ω)]2×2 ∩H(div; Ω) into Hσ
h , for all s ∈ (0, 1] (see, e.g., Theorem 3.16 in [33]).

Now we are ready to deduce a reliable a posteriori error estimator. First, we let (σ,u) and
(σh,uh) be the unique solutions of problems (15) and (17), respectively. It is not difficult to establish
the orthogonality relation

A((σ − σh,u− uh), (τh,vh)) = 0 ∀ (τh,vh) ∈H0,h . (23)

We notice that for any δ ∈ R, there holds

∀ (ρ,w) ∈ H : A((ρ,w), (δ I,0)) = 0 and F (δ I,0) = 0 .

This allows us to establish

A((σ,u), (τ ,v)) = F (τ ,v) ∀ (τ ,v) ∈ H . (24)
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Moreover, knowing that each ζh ∈ Hσ
h can be decomposed as ζh = ζ0,h + λ I, with ζ0,h ∈ Hσ

0,h and
λ ∈ R, we deduce that

A((σh,uh), (ζh, zh)) = F (ζh, zh) ∀ (ζh, zh) ∈ Hh := Hσ
h ×Hu

h . (25)

As a consequence, the standard orthogonality relation in H0,h (23) can be extended onto Hh, i.e.

A((σ − σh,u− uh), (ζh, zh)) = 0 ∀ (ζh, zh) ∈Hh . (26)

Next, we define the Ritz projection of the error with respect to the provided inner product of H,
as the unique element (σ̄, ū) ∈H such that

〈(σ̄, ū), (τ ,v)〉H = A((σ − σh,u− uh), (τ ,v)) ∀ (τ ,v) ∈H . (27)

We remark that the existence and uniqueness of (σ̄, ū) ∈ H is guaranteed by the Lax-Milgram
theorem. On the other hand, invoking the strong coercivity of A on H0, we derive:

α ||(σ − σh,u− uh)||H ≤ sup
(τ ,v)∈H0\{(0,0)}

A((σ − σh,u− uh), (τ ,v))

||(τ ,v)||H

≤ sup
(τ ,v)∈H\{(0,0)}

A((σ − σh,u− uh), (τ ,v))

||(τ ,v)||H
= ||(σ̄, ū)||H . (28)

Then, in order to obtain a reliable a posteriori error estimator for the discrete scheme (17), it is
enough to bound from above ||(σ̄, ū)||H , i.e. the last supremum in (28). Thanks to (26) and (24), we
derive

∀ ((τ ,v), (ζh, zh)) ∈ H ×Hh : A((σ − σh,u− uh), (τ ,v))

= F ((τ − ζh,v − zh)) − A((σh,uh), (τ − ζh,v − zh)) . (29)

Our next aim relies on choosing the appropriate (ζh, zh) ∈ Hh, that leads us to our estimator.
To achieve this, we recall the following result, which establishes a quasi-Helmholtz decomposition of
functions in H(div; Ω).

Lemma 9 For each τ ∈ H(div; Ω), there exist χ ∈ [H1(Ω)]2 and Φ ∈ [H1
0 (Ω)]2×2, such that

τ = curl(χ) + Φ +
1

2
d ⊗ (x1 − a, x2 − b)t , (30)

where (a, b)t is any fixed point belonging to Ω, and d := (d1, d2)t with di := 1
|Ω|
∫

Ω div((τi1, τi2)t),

i ∈ {1, 2}. In addition, there exists C > 0, such that

|χ|2[H1(Ω)]2 + ‖Φ‖2[H1(Ω)]2×2 ≤ C ‖τ‖2H(div;Ω) . (31)
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Proof. We refer to [5] (cf. Lemma 7). �
Now, we take (τ ,v) ∈ H. Since τ ∈ H(div; Ω), we consider χ ∈ [H1(Ω)]2 and Φ ∈ [H1

0 (Ω)]2×2 as
provided in Lemma 9. Next, we need a suitable choice of τh ∈ Hσ

h . To this aim, we set χh := Ih(χ),
and define

τh := curl(χh) + Π`
h(Φ) +

1

2
d⊗ (x1 − a, x2 − b)t ∈ Hσ

h . (32)

We refer to (32) as a discrete quasi-Helmholtz decomposition of τ . Therefore, we can write

τ − τh = curl(χ− χh) + Φ−Π`
h(Φ) , (33)

Now, invoking (29), with ζh := τh and zh := Ih(v), we deduce that

A((σ − σh,u− uh), (τ ,v)) = F1(χ) + F2(Φ) + F3(v) , (34)

where F1, F3 : [H1(Ω)]2 → R and F2 : [H1(Ω)]2×2 → R are the linear functionals defined by

F1(χ) := −
∫

Ω

(
1

2µ
σd
h − ε(uh)

)
: curl(χ− χh)

− κ1

2µ

∫
Ω

(
ε(uh)− 1

2µ
σd
h

)
: curl(χ− χh)d + 〈curl(χ− χh)ν, g − uh〉Γ ,

F2(Φ) := − κ2

∫
Ω

(f + div(σh)) · div(Φ−Π`
h(Φ)) −

∫
Ω

(
1

2µ
σd
h − ε(uh)

)
: (Φ−Π`

h(Φ))

− κ1

2µ

∫
Ω

(
ε(uh)− 1

2µ
σd
h

)
: (Φ−Π`

h(Φ))d ,

F3(v) :=

∫
Ω

(f + div(σh)) · (v − Ih(v)) − κ1

∫
Ω

(
ε(uh)− 1

2µ
σd
h

)
: ε(v − Ih(v))

+
1

2

∫
Ω

(σh − σt
h) : γ(v − Ih(v)) + κ3

∫
Γ
(g − uh) · (v − Ih(v)) .

Next, we proceed to bound each one of the three linear functionals.

Lemma 10 Under the additional assumption that g ∈ [H1(Γ)]2, there exists C1 > 0, independent of
h, such that

|F1(χ)| ≤ C1

∑
T∈Th


∥∥∥∥ 1

2µ
σd
h − ε(uh)

∥∥∥∥2

[L2(T )]2×2

+
∑

e∈E∂h∩∂T

he

∥∥∥∥dgdt − duh
dt

∥∥∥∥2

[L2(e)]2


1/2

|χ|[H1(Ω)]2 .

Proof. It relies on applying Cauchy-Schwarz inequality and notice that 〈curl(χ−χh)ν, g−uh〉Γ =
〈d gd t −

duh
d t ,χ− χh〉Γ. After that, we invoke Lemma 6 to conclude the proof. �

Lemma 11 There exists C2 > 0, independent of h, such that

|F2(Φ)| ≤ C2

∑
T∈Th

h2
T

∥∥∥∥ 1

2µ
σd
h − ε(uh)

∥∥∥∥2

[L2(T )]2×2

+ κ2
2 ||f + div(σh)||2[L2(T )]2

1/2

|Φ|[H1(Ω)]2×2 .
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Proof. After invoking Cauchy-Schwarz inequality, we apply Lemma 7 to deduce the estimate. �
Taking into account Lemma 6 and the properties

∀ τ ∈ H(div; Ω) : ||τ d||[L2(Ω)]2×2 ≤ ||τ ||[L2(Ω)]2×2 , (35)

∀v ∈ [H1(Ω)]2 : ||ε(v)||2[L2(Ω)]2×2 + ||γ(v)||2[L2(Ω)]2×2 = |v|2[H1(Ω)]2 , (36)

we can prove the boundedness of F3, which is stated next.

Lemma 12 There exists C3 > 0, independent of h, such that

|F3(v)| ≤ C3

∑
T∈Th

{
h2
T ||f + div(σh)||2[L2(T )]2 + κ2

1

∥∥∥∥ 1

2µ
σd
h − ε(uh)

∥∥∥∥2

[L2(T )]2×2

}

+
∑
T∈Th

||σh − σt
h||2[L2(T )]2×2 +

∑
e∈E∂h∩∂T

κ2
3 he ||g − uh||2[L2(e)]2


1/2

|v|[H1(Ω)]2 .

Lemmas 10, 11 and 12 help us to derive a residual a posteriori error estimator, which results to be
reliable. This is the statement of the next theorem.

Theorem 13 Assuming that g ∈ [H1(Γ)]2, there exists Crel > 0, independent of h, such that

||(σ − σh,u− uh)||H ≤ Crel η , (37)

where η :=

 ∑
T∈Th

η2
T

1/2

, such that for any T ∈ Th

η2
T := max{κ2

2, h
2
T } ||f + div(σh)||2[L2(T )]2 + max{1, κ2

1, h
2
T }
∥∥∥∥ε(uh)− 1

2µ
σd
h

∥∥∥∥2

[L2(T )]2×2

+ ‖σh − σt
h‖2[L2(T )]2×2 +

∑
e∈E∂h∩∂T

{
he ||g − uh||2[L2(e)]2 + κ2

3 he

∥∥∥∥dgdt − duh
dt

∥∥∥∥2

[L2(e)]2

}
. (38)

A result on the local efficiency of our estimator, is given next.

Theorem 14 Assuming that g is a continuous piecewise polynomial, there exists Ceff > 0, indepen-
dent of h, such that for any T ∈ Th there holds

Ceff ηT ≤ ||(σ − σh,u− uh)||H(div;T )×[H1(T )]2 . (39)

Proof. The volumetric terms that define ηT (cf. (38)) are quite direct to bound from above. To deal
with the last term in (38), we require to introduce the very well-known edge-bubble functions and a
standard extension operator. The arguments are similar to the ones described in [8] and [7]. We omit
further details. �
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5 Mixed Boundary conditions

In this section, we continue assuming that the domain Ω has a polygonal boundary Γ := ∂Ω, but now
it may consist of two parts: ΓD ⊆ Γ, close, with |ΓD| > 0, and ΓN := Γ \ΓD. Moreover, we will use
the same notations related to Sobolev spaces, as introduced in Section 3.

Next, we consider the incompressibility elasticity problem: Find the stress tensor σ̂, the displace-
ment field u and the hydrostatic pressure p such that

σ̂ = 2µ ε(u) + p I in Ω ,

−div(σ̂) = f in Ω ,

div(u) = 0 in Ω ,

u = 0 on ΓD ,

σ̂ ν = g on ΓN ,

(40)

where the external body force f belongs to [L2(Ω)]2×2, and the traction g ∈ [H
−1/2
00 (ΓN )]2, which is the

dual space of [H
1/2
00 (ΓN )]2 :=

{
v|ΓN

: v ∈ [H1
ΓD

(Ω)]2
}

. Thanks to Korn’s inequality on [H1
ΓD

(Ω)]2

(cf. Chapter VI in [18]), there exists a unique z ∈ [H1
ΓD

(Ω)]2 such that

div(ε(z)) = 0 in Ω , z = 0 on ΓD , ε(z)ν = g on ΓN . (41)

In addition, there exists C̃ > 0, such that ||z||[H1(Ω)]2 ≤ C̃ ||g||
[H
−1/2
00 (ΓN )]2

. This allows us to set

σ̂g := ε(z) ∈ H̃N := {τ ∈ H(div; Ω) : τ ν = 0 on ΓN}, with div(σ̂g) = 0 in Ω. Then,
introducing σ̂ := σ + σ̂g, (40) can be written as

−div(σ) = f in Ω ,
1

2µ σ
d = ∇u − γ(u) + ζ in Ω ,

div(u) = 0 in Ω ,

u = 0 on ΓD ,

σ ν = 0 on ΓN ,

(42)

where ζ := − 1
2µ σ̂

d
g. We notice that the hydrostatic pressure is recovered from p = 1

2tr(σ̂). Next,
proceeding in standard way, we deduce the following variational formulation of (42): Find (σ,u,γ) ∈
H̃N × [L2(Ω)]2 × [L2(Ω)]2×2

skew such that

a(σ, τ ) + b(τ , (u,γ)) = F (τ ) ∀ τ ∈ H̃N , (43)

b(σ, (v,η)) = G(v,η) ∀ (v,η) ∈ [L2(Ω)]2 × [L2(Ω)]2×2
skew , (44)
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where bilinear forms a : H̃N × H̃N → R and b : H̃N × ([L2(Ω)]2 × [L2(Ω)]2×2
skew)→ R are given by

a(ρ, τ ) :=
1

2µ

∫
Ω
ρd : τ d ∀ρ, τ ∈ H̃N ,

b(ρ, (v,η)) := −
∫

Ω
v · div(ρ) −

∫
Ω
η : ρ ∀ρ ∈ H̃N , ∀ (v,η) ∈ [L2(Ω)]2 × [L2(Ω)]2×2

skew ,

while the linear functionals F : H̃N → R and G : [L2(Ω)]2 × [L2(Ω)]2×2
skew → R are defined as

F (τ ) :=

∫
Ω
ζ : τ ∀ τ ∈ H̃N ,

G(v,η) :=

∫
Ω
f · v ∀ (v,η) ∈ [L2(Ω)]2 × [L2(Ω)]2×2

skew .

We recall the following result, that will be helpful for establishing the unique solvability of (43)-
(44). Before that, we remark that given τ ∈ H̃N , we can decomposed it as τ := τ0 + λ I, with
τ0 ∈ H0(div; Ω) and λ ∈ R such that τ ν = 0 on ΓN .

Lemma 15 There exists c3 > 0, depending only on Ω and ΓN , such that

∀ τ ∈ H̃N : c3 ||τ ||H(div;Ω) ≤ ||τ0||H(div;Ω) . (45)

Proof. We refer to Lemma 2.2 in [31]. �

Theorem 16 Problem (43)-(44) has a unique solution, which satisfies the continuous dependency of
the data property.

Proof. First, we notice that the boundedness of a, b, F , and G, are straighforward. In addition, we
have

W := Ker(b) := {τ ∈ H̃N : b(τ , (v,η)) = 0 ∀ (v,η) ∈ [L2(Ω)]2 × [L2(Ω)]2×2
skew}

= {τ ∈ H̃N : τ = τ t and div(τ ) = 0 on Ω} .

Then, with the help of Lemma 15, we can deduce the W -ellipticity of a. We point out that the inf-sup
condition of b has been proved in Lemma 4.3 in [3]. Thus, invoking the very well-known Babuška-
Brezzi theory, we conclude the unique solvability of (43)-(44). In addition, invoking the continuous
dependence property, we have that

||(σ̂,u)||H ≤ ||(σ,u)||H + ||(σ̂g,0)||H
≤ C

(
||f ||[L2(Ω)]2 + ||ζ||[L2(Ω)]2×2

)
+ ||σ̂g||[L2(Ω)]2×2

≤ C ||f ||[L2(Ω)]2 + C̃

(
C

2µ
+ 1

)
||g||

[H
−1/2
00 (ΓN )]2

.

�
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Remark 17 If (σ,u) is the solution of (43)-(44), then σ = σt, u ∈ [H1
ΓD

(Ω)]2 and γ = ∇u− (∇u)t

2 .

As at the end of Section 2, we introduce a stabilized scheme of (43)-(44), such that the displacement
is seeking in [H1

ΓD
(Ω)]2 := {w ∈ [H1(Ω)]2 : w = 0 on ΓD}. This lets us to get rid of γ, as

an independent unknown. As a consequence, we can consider the skew symmetric tensor γ(v) :=
∇v−(∇v)t

2 , for any v ∈ [H1(Ω)]2. Then, proceeding as in Section 3, we deduce the mixed variational

formulation: Find (σ,u) ∈ H̃N × [H1
ΓD

(Ω)]2 such that

1

2µ

∫
Ω
σd : τ d +

∫
Ω
u · div(τ ) +

∫
Ω
γ(u) : τ =

∫
Ω
ζ : τ ∀ τ ∈ H̃N , (46)

−
∫

Ω
v · div(σ) −

∫
Ω
γ(v) : σ =

∫
Ω
f · v ∀v ∈ [H1

ΓD
(Ω)]2 . (47)

We also take into account the following least-square terms. For any (τ ,v) ∈ H(div; Ω)× [H1(Ω)]2,
we have

κ1

∫
Ω

(
ε(u) − 1

2µ
σd

)
:

(
ε(v) +

1

2µ
τ d
)

= − κ1

∫
Ω
ζ :

(
ε(v) +

1

2µ
τ d
)
, (48)

κ2

∫
Ω

div(σ) · div(τ ) = − κ2

∫
Ω
f · div(τ ) , (49)

with κ1, κ2 ∈ R at our disposal.
In what follows, we denote by H̃ := H̃N×[H1

ΓD
(Ω)]2 ⊆ H. We recall here thatH := H(div; Ω)×

[H1(Ω)]2, provided of its usual inner product and norm, as indicated in Section 3. Then, adding the
equations (46), (47), (48), and (49), we obtain the augmented scheme: Find (σ,u) ∈ H̃ such that

As((σ,u), (τ ,v)) = Fs(τ ,v) , ∀ (τ ,v) ∈ H̃ (50)

where the bilinear form As : H ×H → R is given by

As((ρ,w), (τ ,v)) :=
1

2µ

∫
Ω
ρd : τ d +

∫
Ω
w · div(τ ) +

∫
Ω
τ : γ(w)

−
∫

Ω
v · div(ρ) −

∫
Ω
ρ : γ(v) + κ1

∫
Ω

(
ε(w) − 1

2µ
ρd
)

:

(
ε(v) +

1

2µ
τ d
)

+ κ2

∫
Ω

div(ρ) · div(τ ) ∀ (ρ,w), (τ ,v) ∈H ,

and the linear functional Fs : H → R is defined by

Fs(τ ,v) :=

∫
Ω
f · (v − κ2 div(τ ) ) − κ1

∫
Ω
ζ :

(
ε(v) +

1

2µ
τ d
)

+

∫
Ω
ζ : τ ∀ (τ ,v) ∈H .

We now study for which values of κ1 and κ2, we can invoke Lax-Milgram theorem and ensure the
unique solvability of (50). Lemma 15 and Korn’s inequality in [H1

ΓD
(Ω)]2 (cf. Chapter VI in [18])

will be useful to achieve this aim. As a result, it can be proved that when κ1 ∈ (0, 2µ), and κ2 > 0,
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bilinear form As is bounded in H, and elliptic on H̃. This means that there exist positive constants
M and α, such that

|As((ρ,w), (τ ,v))| ≤ M ‖(ρ,w)‖H ‖(τ ,v)‖H , ∀ (ρ,w), (τ ,v) ∈H ,

As((τ ,v), (τ ,v)) ≥ α ‖(τ ,v)‖2H , ∀ (τ ,v) ∈ H̃ .

By Lax-Milgram theorem, it is proved that the augmented variational formulation (50) has a unique
solution (σ,u) ∈ H̃, and there exists a positive constant C, such that

‖(σ,u)‖H ≤ C
(
‖f‖[L2(Ω)]2 + ||g||

[H
−1/2
00 (ΓN )]2

)
.

Now, for the discretization, we consider the same notations given in Sections 3 and 4. However, in
this situation, we have E∂h := EDh ∪ ENh, with EDh := {e ∈ E∂h : e ⊂ ΓD} and ENh, := {e ∈ E∂h : e ⊂ ΓN}.
As a consequence, given a triangulation Th of Ω, its skeleton can be characterized as Eh = EIh ∪ EDh ∪ ENh.

Now, in order to define the discrete variational formulation associated to problem (50), we first
introduce the finite element subspaces:

Hσ
h :=

{
τh ∈ H(div; Ω) : τh|T ∈ [RT `(T )t]2 , ∀T ∈ Th

}
,

Hσ
N,h :=

{
τh ∈ Hσ

h : τh ν = 0 on ENh
}
,

Hu
h :=

{
vh ∈ [C(Ω)]2 : vh|T ∈ [P`+1(T )]2 ∀T ∈ Th ∧ vh = 0 on EDh

}
.

Then, we propose the finite element subspace H̃h := Hσ
N,h × Hu

h ⊂ H̃. As a result, we derive the

conforming discrete variational formulation: Find (σh,uh) ∈ H̃h such that

As((σh,uh), (τh,vh)) = Fs(τh,vh) ∀ (τh,vh) ∈ H̃h . (51)

We remark that the Galerkin scheme (51) is well-posed and a Céa’s estimate can be obtained. In
addition, the corresponding rate of convergence of the Galerkin scheme (51) for this particular choice
of finite element subspaces, is presented in the next theorem.

Theorem 18 Let (σ,u) ∈ H̃ and (σh,uh) ∈ H̃h be the unique solutions to problems (50) and (51),
respectively. In addition, assume that σ ∈ [Hr(Ω)]2×2, div(σ) ∈ [Hr(Ω)]2 and u ∈ [Hr+1(Ω)]2 for
some r ∈ (0, `+ 1]. Then, there exists C > 0, independent of h, such that there holds

‖(σ,u)− (σh,uh)‖H ≤ C hr
(
‖σ‖[Hr(Ω)]2×2 + ‖div(σ)‖[Hr(Ω)]2 + ‖u‖[Hr+1(Ω)]2

)
.

Proof. It is a consequence of Céa’s estimate, and the corresponding approximation properties. We
omit further details. �

Remark 19 We propose σ̂h := σh + ε(zh), with zh ∈ Hu
h being the solution of discrete primal

formulation associated to (41). Then, assuming that z ∈ [H1
ΓD

(Ω) ∩Hs+1(Ω)]2, for some s ∈ (0, `+1],
and invoking Theorem 18, we deduce

‖(σ̂,u)− (σ̂h,uh)‖H
≤ C

{
hr
(
‖σ‖[Hr(Ω)]2×2 + ‖div(σ)‖[Hr(Ω)]2 + ‖u‖[Hr+1(Ω)]2

)
+ hs ||z||[Hs+1(Ω)]2

}
.
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At this point, we remark that in general ε(zh) does not belong to Hσ
N,h, and requires to know first

zh ∈ Hu
h in order to calculate it. From a computational point of view, this could be expensive.

Reviewing [14], we propose a reasonable alternative. First, we introduce gh := π`h(g) on ENh.
Hereafter, π`h(g) represents the L2-orthogonal projection of g onto P`(ENh). Proceeding as at the
beginning of this Section, we ensure that there exists a unique solution (ρ̂,w, q) of problem (40), with
traction gh on ΓN , that is 

ρ̂ = 2µ ε(w) + q I in Ω ,

−div(ρ̂) = f in Ω ,

div(w) = 0 in Ω ,

w = 0 on ΓD ,

ρ̂ ν = gh on ΓN .

(52)

Indeed, we deduce that q = 1
2tr(ρ̂).

This allows us to establish the existence and uniqueness of (ρ,w) ∈ H̃ and (ρh,wh) ∈ H̃h,
solution of the analog problems (50) and (51), respectively. It is not difficult to check that

||(σ̂ − ρ̂h,u−wh)||H ≤ ||(σ̂ − ρ̂,u−w)||H + ||(ρ̂− ρ̂h,w −wh)||H . (53)

Now, applying similar arguments to the ones described in [14], and assuming in addition that g ∈
[L2(ΓN )]2, we can deduce that there exists C > 0, independent of h, such that

||(σ̂ − ρ̂,u−w)||H ≤ C

∑
T∈Th

osc(g, T )2

1/2

, (54)

where for each T ∈ Th : |E(T ) ∩ ENh| > 0

osc(g, T )2 :=
∑

e∈E(T )∩ENh

he ||g − π`h(g)||2[L2(e)]2 . (55)

Now, invoking the Raviart-Thomas local lifting operator on the normal trace (cf. Proposition 2.4
in [26]), we can build ρ̃gh ∈ H(div; Ω) ∩ [RT `(Th)]2, such that ρ̃gh ν = gh on ΓN . Here, we can not
ensure the symmetry of ρ̃gh . Then, we consider ρ̂ = ρ̃ + ρ̃gh in Ω, with ρ̃ ν = 0 on ΓN . This helps
us to rewrite (40) as: 

−div(ρ̃) = f̃ in Ω ,
1

2µ ρ̃
d = ∇w − γ(w) + ζ̃ in Ω ,

div(w) = 0 in Ω ,

w = 0 on ΓD ,

ρ̃ ν = 0 on ΓN ,

(56)
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where f̃ := f + div(ρ̃gh), and ζ̃ := − 1
2µ ρ̃

d
gh

. We notice that the hydrostatic pressure is recovered

from q = 1
2tr(ρ̂).

We emphasize that (ρ̃,w) ∈ H̃ and (ρ̃h,wh) ∈ H̃h satisfy

∀ (τ ,v) ∈ H̃ : As((ρ̃,w), (τ ,v)) = F̃s(τ ,v) , (57)

∀ (τ ,v) ∈ H̃h : As((ρ̃h,wh), (τ ,v)) = F̃s(τ ,v) , (58)

respectively, with F̃s : H → R being the linear functional, given for any (τ ,v) ∈ H, by

F̃s(τ ,v) :=

∫
Ω
f̃ · (v − κ2 div(τ )) − κ1

∫
Ω
ζ̃ :

(
ε(v) +

1

2µ
τ d
)

+

∫
Ω
ζ̃ : τ +

∫
Ω
ρ̃gh : γ(v) .

Remark 20 ρ̂h := ρ̃h + ρ̃gh ∈ Hσ
h results to be a suitable approximation of ρ̂ := ρ̃ + ρ̃gh.

Moreover, since ρ̂ − ρ̂h = ρ̃ − ρ̃h, and according to Theorem 18, we expect convergence at the same
rate, at least.

6 An a posteriori error estimator

In this section, we derive an a posteriori error estimate to (58), which results to be reliable and locally
efficient. We follow similar ideas to the given in Section 4. However, since we are dealing with an
equivalent problem with homogeneous mixed boundary conditions, we do not require to introduce
the Ritz projection of the error, nor performing any quasi-Helmholtz decomposition of functions in
H(div; Ω), as we have done in Section 4.

Let (ρ̃,w) ∈ H̃ and (ρ̃h,wh) ∈ H̃h be the unique solution of problems (57) and (58), respectively.
Since H̃h ⊂ H̃, we have the orthogonality relation

As((ρ̃− ρ̃h,w −wh), (τ ,v)) = 0 ∀ (τ ,v) ∈ H̃h . (59)

On the other hand, using the strong coercivity of As on H̃, we are able to establish

α ||(ρ̃− ρ̃h,w −wh)||H ≤ sup
(τ ,v)∈H̃\{(0,0)}

As((ρ̃− ρ̃h,w −wh), (τ ,v))

||(τ ,v)||H
. (60)

Then, according to (60), and with the purpose of obtaining a reliable a posteriori error estimator
for the discrete scheme (58), it is enough to bound from above the supremum in (60).

To this aim, we first establish the following result.

Lemma 21 For any (τ ,v) ∈ H̃, there holds

As((ρ̃− ρ̃h,w −wh), (τ ,v)) = S1(τ ) + S2(v) ,
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where

S1(τ ) :=

∫
Ω

(
ζ̃ + ε(wh)− 1

2µ
ρ̃dh

)
: τ − κ1

2µ

∫
Ω

(
ζ̃ + ε(wh)− 1

2µ
ρ̃dh

)
: τ d

− κ2

∫
Ω

(
f̃ + div(ρ̃h)

)
· div(τ ) , (61)

S2(v) :=

∫
Ω

(
f̃ + div(ρ̃h)

)
· v − κ1

∫
Ω

(
ζ̃ + ε(wh)− 1

2µ
ρ̃dh

)
: ε(v)

+
1

2

∫
Ω

[
(ρ̃h + ρ̃gh)− (ρ̃h + ρ̃gh)t

]
: γ(v) . (62)

Proof. The proof relies on integrating by parts

∫
Ω
wh · div(τ ), performing algebraic manipulations

and invoking Cauchy-Schwarz inequality. We omit further details. �
Next, after applying Cauchy-Schwarz inequality, and invoking (35), (36), we can bound functionals

S1 and S2. In order to clarify the presentation, we collect these results in the following lemmas.

Lemma 22 For any τ ∈ H̃N , there holds

|S1(τ )| ≤

(∥∥∥∥ζ̃ + ε(wh)− 1

2µ
ρ̃dh

∥∥∥∥
[L2(Ω)]2×2

+ κ2 ||f̃ + div(ρ̃h)||[L2(Ω)]2

)
||τ ||H(div;Ω) . (63)

Lemma 23 For any v ∈ [H1
ΓD

(Ω)]2 there holds

|S2(v)| ≤

(
||f̃ + div(ρ̃h)||[L2(Ω)]2 + κ1

∥∥∥∥ζ̃ + ε(wh)− 1

2µ
ρ̃dh

∥∥∥∥
[L2(Ω)]2×2

+
1

2

∥∥(ρ̃h + ρ̃gh)− (ρ̃h + ρ̃gh)t
∥∥

[L2(Ω)]2×2

)
||v||[H1(Ω)]2 . (64)

As a result, we obtain a reliable residual a posteriori error estimator, which is established in the
following result.

Theorem 24 There exists Crel > 0, independent of h, such that

Crel ||(ρ̃− ρ̃h,w −wh)||H ≤ η :=

∑
T∈Th

η2
T

1/2

, (65)

where for any T ∈ Th

η2
T := max

{
1, κ2

1

} ∥∥∥∥ζ̃ + ε(wh)− 1

2µ
ρ̃dh

∥∥∥∥2

[L2(T )]2×2

+ max{1, κ2
2} ||f̃ + div(ρ̃h)||2[L2(T )]2

+
1

4

∥∥(ρ̃h + ρ̃gh)− (ρ̃h + ρ̃gh)t
∥∥2

[L2(T )]2×2 . (66)
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Proof. It follows from Lemmas 22 and 23. We omit further details. �
Now, for any T ∈ Th, we notice that

ζ̃ + ε(wh)− 1

2µ
ρ̃dh =

1

2µ
ρ̃d − ε(w) + ε(wh)− 1

2µ
ρ̃dh =

1

2µ
(ρ̃− ρ̃h)d + ε(wh −w) ,

f̃ + div(ρ̃h) = div(ρ̃h − ρ̃) ,

(ρ̃h + ρ̃gh)− (ρ̃h + ρ̃gh)t = (ρ̃h + ρ̃gh)− (ρ̃h + ρ̃gh)t − (ρ̃+ ρ̃gh) + (ρ̃+ ρ̃gh)t = (ρ̃h − ρ̃) − (ρ̃h − ρ̃)t .

As a consequence, after invoking Minkowski inequality and algebraic manipulations, we deduce the
following result, which establishes the local efficiency of our estimator.

Theorem 25 There exists Ceff > 0, independent of h, such that for any T ∈ Th there holds

ηT ≤ Ceff max{1, κ1, κ2}
(

max

{
1

2µ
, 1

}
||ρ̃− ρ̃h||H(div;T ) + ||w −wh||[H1(T )]2

)
. (67)

As a consequence, we can establish a reliable residual a posteriori error estimator for problem (40).

Theorem 26 There exists C̃rel > 0, independent of h, such that

C̃rel ||(σ̂ − ρ̂h,u−wh)||H ≤ η + osc(g; ENh) , (68)

where

osc(g; ENh) :=

 ∑
T∈Th

|E(T )∩ENh| 6= 0

osc(g, T )2


1/2

,

and for any T ∈ Th : |E(T ) ∩ ENh| > 0, osc(g, T ) is given by (55).

Proof. It relies on taking into account (54) and (65) to conclude from (53). We omit further details.
�

Remark 27 The oscillation term osc(g; ENh) could be seen as a high order term when g is smooth
enough. For example, considering the lowest order of approximation (when ` = 0), if g ∈ [H1(ENh)]2,
then we deduce that osc(g; ENh) = O(h3/2). Thus, the oscillation term results to be a high order term.

Remark 28 When g is piecewise polynomial on ΓN , there is no oscillation term. Therefore, invoking
Theorems 24 and 25, we conclude that η is a reliable and locally efficient a posteriori error estimator
for our problem.
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7 Numerical experiments

In this section, we present several numerical examples that exhibit the reliability and (local) efficiency
of the proposed a posteriori error estimator (on each case: pure Dirichlet or mixed boundary condi-
tions), when is applied a well known adaptive algorithm to improve the quality of approximation of the
solution. In both situations, we consider the finite element subspaces of lowest order of approximation
(i.e. for ` = 0). As usual, we introduce some notations for the individual errors of each unknown.
These ones are then define as

e(σ) := ||σ − σh||H(div;Ω) , e(u) := ||u− uh||[H1(Ω)]2 and e =
(
e(σ)2 + e(u)2

)1/2
.

We set the effectivity index as e/η. We recall that, if e and ẽ stand for the errors at two consec-
utive triangulations wirh N and Ñ degrees of freedom, respectively, then the experimental rate of
convergence is given by r := −2 log(e/ẽ)

log(N/Ñ)
. The definitions of r(u), r(σ) are given analogously.

The adaptive refinement algorithm we consider can be found in [36], and reads as follows:

Algorithm 1: Adaptive Refinement Algorithm

Result: Improvement of quality of approximation
Input: tolerance tol, initial / coarse mesh T 0

h ;
Step 1: Solve the Galerkin scheme for the current mesh T 0

h . Then compute {ηT }T∈T 0
h

.

while η > tol do
Mark each element T ′ ∈ Th such that

ηT ′ ≥
1

2
max{ηT : T ∈ Th} .

Refine marked elements and remove hanging nodes if corresponds;
This generates an adapted mesh Th;
T 0
h ← Th and go to Step 1.

end

7.1 A pure Dirichlet boundary condition problem with non smooth solution

In this case, we notice that the approximation space for σ includes a null mean value of the trace of
its elements. This restriction on the stress tensor is weakly imposed in the discrete formulation with
the help of a Lagrange multiplier, as in [10] (see also [29, 30]). More precisely, we solve the following
auxiliary discrete scheme: Find (σh,uh, ϕh) ∈ Ĥh := Hσ

h ×Hu
h × R such that

A((σh,uh), (τh,vh)) + ϕh

∫
Ω

tr(τh) = F (τh,vh) ,

ψh

∫
Ω

tr(σh) = 0 ,

(69)
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for all (τh,vh, ψh) ∈ Ĥh. A standard argument establishes the equivalence between the variational
problems (17) and (69). We refer to Theorem 6.1 in [12] for further details.

In what follows, DOF stands for the total number of degrees of freedom (unknowns) of (69), that is,
DOF = 2×(Numbers of vertexes of Th) + 2× (Number of edges Th) +1, which leads asymptotically to
4 unknowns per triangle, which reflects the low computational cost, almost the same than the required
by considering the P1−isoP1 elements for the standard velocity-pressure formulation, whose degrees
of freedom are asymptotically 4.5 (unknowns) per triangle. In addition, by setting ph := −1

2tr(σh),
we obtain a reasonable piecewise-linear approximation of the pressure p = −1

2tr(σ).
Our example is defined in the domain Ω := {(x1, x2) ∈ R2 : x1 , x2 > 0 , x1 + x2 < 1}, and the

corresponding data are taken so that the exact solution is

u(x1, x2) := 102 curl

(
x2

1x
2
2(1− x1 − x2)2

(x2
1 + x2

2)3/4

)
, p(x1, x2) := x2

1 + x2
2 −

1

3
.

We notice that u has a singularity at (0, 0). Thus, the corresponding rate of convergence, when an
uniform refinement algorithm is performed, should be below 1. We take µ = 1, and chose (κ1, κ2, κ3) :=
(1, 1/2, 1/2), to ensure that the (17) has a unique solution.

From Table 1 we realize that the experimental rate of convergence of total error (e), on uniform
refinement, is close to 0.45 On the other side, the numerical results corresponding to the adaptive
refinement Algorithm 1, based on η (which is given in Theorem 13), almost shows that the total error
behaves as O(N−1/2) These two behaviour are displayed in Figure 1. In addition, the last column
in Table 1 shows us that the efficiency index is close to 1, when uniform and adaptive refinement
algorithms are performed. Some adaptive refined meshes are displayed in Figure 2, and exhibit the
capability of the a posteriori error estimator η to localize the singularity at origin.

7.2 A benchmark problem with mixed boundary conditions having a non smooth
solution

In this case, the problem has been taken from [36], where the displacement as well as the hydrostatic
pressure are defined in Ω :=

{
(x1, x2) ∈ R2 : x2

1 + x2
2 < 1

}
\ [0, 1]× [−1, 0]. The boundary Γ := ∂Ω

is decomposed as Γ = ΓD ∪ ΓN , with ΓD := {0} × [−1, 0] ∪ [0, 1]× {0}. We notice that the data of
this problem are given such that the exact solution, in polar coordinates (r, θ), is

u(r, θ) :=

(
rλ[(1 + λ) sin(θ)ψ(θ) + cos(θ)ψ′(θ)]

rλ[−(1 + λ) cos(θ)ψ(θ) + sin(θ)ψ′(θ)]

)
, and

p(r, θ) :=− rλ−1

1− λ
[(1 + λ)2 ψ′(θ) + ψ′′′(θ)] ,
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dof e(u) r(u) e(σ) r(σ) e r e/η
91 0.130e+2 —- 0.153e+3 —- 0.154e+3 —- 0.9991
307 0.796e+1 0.8009 0.105e+3 0.6290 0.105e+3 0.6301 1.0001
1123 0.417e+1 0.9952 0.774e+2 0.4641 0.775e+2 0.4663 1.0004
4291 0.212e+1 1.0142 0.583e+2 0.4218 0.584e+2 0.4230 1.0002
16771 0.106e+1 1.0093 0.434e+2 0.4341 0.434e+2 0.4346 1.0001
66307 0.533e+0 1.0047 0.318e+2 0.4546 0.318e+2 0.4548 1.0001

dof e(u) r(u) e(σ) r(σ) e r e/η
91 0.130e+2 —- 0.153e+3 —- 0.154e+3 —- 0.9991
143 0.104e+2 0.9601 0.120e+3 1.0779 0.121e+3 1.0770 0.9998
195 0.984e+1 0.3724 0.106e+3 0.8075 0.106e+3 0.8040 0.9992
331 0.917e+1 0.2653 0.871e+2 0.7431 0.876e+2 0.7385 0.9957
483 0.739e+1 1.1423 0.735e+2 0.8981 0.739e+2 0.9007 0.9974
535 0.739e+1 0.0065 0.707e+2 0.7706 0.711e+2 0.7626 0.9971
983 0.603e+1 0.6666 0.563e+2 0.7484 0.566e+2 0.7474 0.9975
1371 0.540e+1 0.6725 0.484e+2 0.9066 0.487e+2 0.9039 0.9982
2023 0.387e+1 1.7023 0.399e+2 0.9954 0.401e+2 1.0030 0.9994
2687 0.379e+1 0.1519 0.347e+2 0.9837 0.349e+2 0.9749 0.9988
3979 0.329e+1 0.7287 0.297e+2 0.7975 0.298e+2 0.7966 0.9981
6107 0.268e+1 0.9596 0.243e+2 0.9353 0.244e+2 0.9356 0.9973
8875 0.206e+1 1.3985 0.202e+2 0.9721 0.203e+2 0.9769 0.9980
11379 0.195e+1 0.4254 0.181e+2 0.9171 0.182e+2 0.9118 0.9978
16719 0.170e+1 0.7191 0.153e+2 0.8573 0.154e+2 0.8556 0.9976
24687 0.138e+1 1.0581 0.127e+2 0.9502 0.128e+2 0.9515 0.9983
36271 0.108e+1 1.2693 0.105e+2 1.0183 0.105e+2 1.0211 0.9982
46139 0.101e+1 0.5973 0.933e+1 0.9487 0.939e+1 0.9448 0.9984
68775 0.855e+0 0.8315 0.780e+1 0.8987 0.785e+1 0.8979 0.9988

Table 1: History of convergence and corresponding rates of convergence, Example 7.1, with µ = 1.0
(uniform and adaptive refinements)

with

ψ(θ) :=
1

1 + λ
sin((1 + λ)θ) cos(λω) − cos((1 + λ)θ)

− 1

1− λ
sin((1− λ)θ) cos(λω) + cos((1− λ)θ) ,

λ := 0.54448373678246 , ω :=
3

2
π .

In this case the exact solution (u, p) lives in [H1+λ(Ω)]2×Hλ(Ω). Here, we also consider µ = 1, which
allows us to set κ1 := 1. In addition, we choose κ2 := 1. We notice that u = 0 on ΓD. On the
other hand, the corresponding traction datum g is not piecewise polynomial on ΓN . With the aim
of obtaining an approximation of the problem with a non expensive cost, we take into account the
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Figure 1: Total error (e) vs DOF (N) for uniform and adaptive refinements (Example 7.1, with
µ = 1.0)

discussion given in Sections 5 and 6. Then, we consider the problem (52), where gh represents the
corresponding L2-orthogonal projection of g onto [P0(ENh)]2.

Now, we point out that Proposition 2.4 in [26] gives us an strategy to construct ρ̃gh (and then

solve (58)) for the lowest order ` = 0, that is ρ̃gh ∈ H(div; Ω) ∩ [RT 0(Th)]2. First, we set T̃N,h :=

∪{T ∈ Th : |∂T ∩ ENh| 6= 0}. Then we set ρ̃gh := 0 in Th\T̃N,h. For each T ∈ T̃N,h, knowing that
ρ̃gh |T ∈ [RT 0(T )]2, it will be characterized by

ρ̃gh ν = 0 on ∂T\ENh and ρ̃gh ν = gh on ∂T ∩ ENh .

We recall that Theorem 26, gives us an a posteriori error estimator (η), which will be used in Algorithm
1 to improve the quality of the exact solution. Then, we compute {ηT }T∈Th to perform our Adaptive
Refinement procedure.

We display in Table 2 the history of convergence of the method, for sequences of uniform and
adaptive refined meshes generated according to the proposed Algorithm 1. We observe that when
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Figure 2: Adaptive refined meshes corresponding to 983, 3979, 11307 and 24639 dof (from left to right,
top - bottom) (Example 7.1, with µ = 1.0)

uniform refinement is applied, the total error behaves as O(hλ). Since the exact solution is non
smooth enough, this behaviour is in agreement with Theorem 5. On the other hand, from Table
2 we can also notice that the quality of approximation is improved, when performing the adaptive
refinement Algorithm 1, based on our a posteriori error estimator η. Indeed, we recover the optimal
rate of convergence, as it can be seen in Figure 3 (in log-log scale).

In addition, the proposed adaptive refinement procedure is able to detect the singularity of u
and p at origin. This is shown in Figure 4, which contains some of the adapted meshes generated in
this process. Concerning the index of efficiency, we observe that their values remain bounded, when
considering uniformly refined meshes and the sequence of meshes obtained by applying the proposed
adaptive refinement procedure. These let us to state that our a posteriori error estimator η, is reliable
and gives us numerical evidence of its efficiency.

7.3 The lid-driven cavity problem

Here, we consider problem (1), with Ω := (0, 1)2, µ = 1.0 and f = 0. The displacement g on ∂Ω
is defined such that g = (0, 1)t on {0} × (0, 1) and g = 0 on ∂Ω \{0} × (0, 1). We notice that in
this case, g belongs to [L2(Γ)]2 but not to [H1/2(Γ)]2. Moreover, we know that the exact solution
of (1), (u, p) lives in [L2(Ω)]2 × H−1(Ω)/R. As a consequence, the stress σ ∈ [H−1(Ω)]2×2, and
then (15) is not an appropriate mixed formulation for seeking (σ,u). Then, we point out that this
problem is not covered by our a priori error estimate (cf. Theorem 5), due to the lack of regularity.
However, the proposed adaptive refinement Algorithm 1, based on our a posteriori error estimator
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dof e(u) r(u) e(σ) r(σ) e r e/η
855 0.125e+1 -0.0000 0.249e+1 -0.0000 0.279e+1 -0.0000 1.0247
3275 0.860e+0 0.5632 0.176e+1 0.5192 0.195e+1 0.5279 1.0262
12819 0.587e+0 0.5604 0.123e+1 0.5199 0.136e+1 0.5275 1.0236
50723 0.402e+0 0.5513 0.859e+0 0.5224 0.949e+0 0.5277 1.0206
201795 0.276e+0 0.5454 0.599e+0 0.5238 0.659e+0 0.5276 1.0172

dof e(u) r(u) e(σ) r(σ) e r e/η
855 0.125e+1 -0.0000 0.249e+1 -0.0000 0.279e+1 -0.0000 1.0247
945 0.107e+1 3.2359 0.224e+1 2.1062 0.248e+1 2.3254 1.0267
1327 0.946e+0 0.7106 0.192e+1 0.9017 0.214e+1 0.8654 1.0369
1481 0.818e+0 2.6585 0.172e+1 2.0055 0.190e+1 2.1293 1.0075
2165 0.707e+0 0.7665 0.154e+1 0.5966 0.169e+1 0.6271 1.0325
3357 0.577e+0 0.9296 0.130e+1 0.7652 0.142e+1 0.7931 1.0102
5311 0.477e+0 0.8233 0.110e+1 0.7379 0.120e+1 0.7517 0.9918
8213 0.402e+0 0.7927 0.920e+0 0.8036 0.100e+1 0.8019 1.0125
12323 0.348e+0 0.7047 0.786e+0 0.7776 0.860e+0 0.7658 1.0175
18279 0.283e+0 1.0420 0.658e+0 0.9057 0.716e+0 0.9275 1.0126
27909 0.233e+0 0.9214 0.540e+0 0.9279 0.589e+0 0.9269 1.0057
40595 0.198e+0 0.8765 0.459e+0 0.8761 0.499e+0 0.8762 1.0100
60301 0.165e+0 0.9343 0.379e+0 0.9684 0.413e+0 0.9630 1.0081
91139 0.133e+0 1.0240 0.311e+0 0.9463 0.339e+0 0.9585 1.0081
132705 0.112e+0 0.9087 0.258e+0 1.0076 0.281e+0 0.9921 1.0027

Table 2: History of convergence and corresponding rates of convergence, Example 7.2, with µ = 1.0
(uniform and adaptive refinements)

(cf. (38)), is robust enough to identify the singularities at (0, 0) and (0, 1). The directional field
of displacement uh is displayed in Figure 5 (left). The isovalues of the post-processed hydrostatic
pressure ph := −1

2tr(σh) (with no oscillations), at an intermediate mesh, generated by performing
the adaptive refinement algorithm, are shown in Figure 5 (right) . The numerical results give us
experimental evidence that the set of local a posteriori error estimators {ηT }T∈Th helps the adaptive
refinement algorithm, to recognize the singularities of the stress and the displacement in the adapted
meshes.

Concluding remarks

In this article we have introduced a new stabilized scheme for the equations describing the incompress-
ible elasticity phenomena, approximated by an stress-displacement formulation. In this framework,
usually the symmetry of the stress tensor is imposed by introducing the rotation as a new unknown.
In order to circumvent this additional unknown, we partially follow [20] (see also [8]), and we proceed
by defining a skew symmetric tensor of the gradient of the displacement. Then, in order to extend the
possibility of using more elements, the scheme is stabilized by augmenting it with residual terms. The
resulting formulation results to be coercive. Therefore, existence, uniqueness, stability and optimal
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Figure 3: Total error (e) vs DOF (N) for uniform and adaptive refinements (Example 7.2, with
µ = 1.0)

convergence are guaranteed. Additionally, we provide the scheme with an a-posteriori error estimator,
which is reliable and local efficient. In this work we analyze first the problem with pure Dirichlet
condition. After that, we extend the approach to deal with mixed boundary conditions. Indeed, the
current analysis is also valid for 3D. In this case, we just need to take into account that p = 1

3 tr(σ)
and σd := σ − 1

3 tr(σ) I, with I denoting the identity tensor or order three.
The numerical examples are developed using the lowest pair, that is, using the lowest order of

Raviart-Thomas element for each row of the stress tensor, and continuous piecewise polynomial of
degree one for the displacement. In all of them, we can see the optimal convergence of the scheme,
as well as its robustness to approximate problems with low regularity. Moreover, we emphasize that
the scheme works correctly for example provided in Section 7.3, which is not covered by the current
analysis. As a complementary information of this topic, we remark that in [27] the authors deal with
the Stokes problem with non smooth Dirichlet datum g. The key strategy relies on considering a
suitable approximation gh of g, in order to compute an approximation of the solution.
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Figure 4: Adaptive refined meshes corresponding to 945, 5311, 12323 and 27909 dof (from left to right,
top - bottom) (Example 7.2, with µ = 1.0)

Figure 5: Directional field of displacement uh (left) and isovalues of hydrostatic pressure ph (right),
corresponding to an intermediate adapted mesh with 17831 dof (Example 7.3 with µ = 1.0)
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