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sidered as a separate population. Parameters of this model, and in particular the
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1 Introduction

1.1 Scope

The COVID-19 pandemic is currently the main topic of daily news worldwide. We
recall that the coronavirus disease 2019 (COVID-19), caused by severe acute res-
piratory syndrome coronavirus 2 (SARS-CoV-2), was declared a global pandemic
by the World Health Organization (WHO) on March 11, 2020 [1, 2]. This highly
contagious unprecedented virus has impacted government and public institutions,
strained the health care systems, restricted people in their homes, and caused
country-wide lockdowns resulting in a global economic crisis [3–5]. The impact of
COVID-19 at the time of writing of this paper (February 15, 2021) amounts to
roughly 109 million cases and 2.4 million deaths worldwide.

The morbidity, mortality, and economic indicators associated with the COVID-
19 pandemic point to a devastating picture for Latin American countries. High
poverty rates, poor leadership, high prevalence of underlying health conditions
such as obesity and diabetes, and frail healthcare systems have exacerbated the
impact of the novel coronavirus in this region [6–9]. In Chile, the Ministry of Health
reported the first COVID-19 case on March 3, 2020, becoming the fifth country in
Latin America after Brazil, Mexico, Ecuador and Argentina to report COVID-19
cases. Soon after, the Chilean government put in place a number of interventions
including the closure of all daycares, schools, and universities (March 16), border
controls, telework recommendations (March 18), closure of non-essential businesses
(March 19), national night curfews (March 22), as well as targeted lockdowns at
the level of municipalities since March 26, 2020. As of February 15, 2021, Chile has
accumulated a total of 779541 cases and 19624 deaths [10]. It is also worth noting
that Chile has tested at a higher rate than any other Latin American country [11].
Fortunately, Chile has started a mass COVID-19 vaccination campaign with the
goal of immunizing about 80% of the population by June 2021 (see, for instance,
[12]).

It is the purpose of this contribution to advance a compartmental model of
the progression of COVID-19 in Chile, where each of the 16 administrative regions
is considered as a separate population. It is demonstrated how parameters of this
model, and in particular the basic reproductive number R0, can be estimated from
the model by utilizing published information on the progression of the epidemic in
each region. The adjustment of appropriate model parameters can be achieved by
either the Simulated Annealing (SA) method or alternatively, by a stochastic op-
timization model using a classical Markov chain Monte Carlo (MCMC) technique.
The parameter estimation allows us to address problems of parameter identifiabil-
ity and sensitivity of R0 in each region with respect to the model parameters. Our
study covers the early transmission dynamics in Chile, considering the period from
early March 2020 to July 27, 2020. (On July 28, 2020, a new, and to date quite
successful step-by-step system of county-wise levels of quarantine was introduced.
This measure would require a new definition of quarantine, so we chose July 27,
2020 as the end of our time interval of coverage.)
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1.2 Related work

To put the paper into the proper perspective, we first recall that introductions to
compartmental epidemiological models are provided in [13–18]. This class of mod-
els goes back to the well-known work of Kermack and McKendrick [19]. Within
a compartmental model the total population is subdivided into at least two epi-
demiological compartments (say, susceptible and infected; but many others can be
considered). The rates of progression between the compartments, as well as the
incidence and possibly birth and death of individuals, need to be specified, which
leads to a system of coupled, and mostly nonlinear ordinary di↵erential equa-
tions (ODEs) that describe the progression of the epidemic. The compartmental
approach makes predictions on the basic reproductive number R0 that gives the
number of secondary cases one infectious individual will produce in a population
consisting only of susceptible individuals [17, p. 21]. A simpler class of models are
so-called phenomenological growth models (PGMs) that describe the evolution of
the total size of the epidemic (the cumulative number of cases). Such models only
require a small number of parameters are commonly used to describe epidemic
growth patterns, and can be expressed by a scalar ODE that in many cases can
even be solved in closed form (see [20–26] and the literature cited in these works).

The identification of parameters included in a compartmental model, and
whose combination (depending on the model) eventually provides R0, requires
comparing the simulated time-dependent progression of the epidemic, that is sim-
ulations of the evolution of the di↵erent epidemic compartments, with (observed)
datasets of the same quantities. One then tries to minimize, in a sense to be made
precise, the di↵erence between the simulated and observed data in order to obtain
the parameters that characterize a specific epidemic outbreak in a determined re-
gion. The same task persists for PGMs. Among the methodologies available for
parameter identification we choose herein SA method and an alternative method
based on an MCMC technique with the Metropolis-Hastings algorithm [27, 28].
References to the SA and MCMC methods include [29–32] and [33–37], respec-
tively.

Specifically with respect to COVID-19, we mention that the outbreak of the
pandemic was almost immediately followed by e↵orts to model its evolution math-
ematically globally, at the level of whole countries, or in communities (say, indi-
vidual counties) and regions of small spatial scale. The broad aim of these studies
is to estimate the transmission potential of COVID-19, and of course to devise and
evaluate appropriate control strategies such as quarantines, social distancing, use
of personal protective equipment (PPE; such as wearing masks in public, hand-
washing, etc.), and vaccination. Among the studies that are consistent with our
approach we mention that compartmental models have been proposed to describe
the transmission of the pandemic in China [39, 40], Brazil [41], India [42], and
Spain [43], as well as PGMs applied to the pandemic situation in Chile [44] and
Mexico [45].

Finally, we mention that the present work does not include mobility between
regions. In principle, our approach treats the populations of all regions indepen-
dently following Chowell et al. [38] in combination with [39] (for the case of China).
An improvement of the model predictive quality could be achieved by explicitly
incorporating human mobility between regions, especially for early stages of an
epidemic that pre-date travel restrictions. The incorporation of inter-regional mo-
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bility within a metapopulation approach is described, for instance, in [43, 46–50].
For the special case of Chile, a model of travel between regions within a metapop-
ulation model describing the progression of the 2009 A/H1N1 influenza pandemic
was introduced in [51].

1.3 Outline of the paper

The remainder of this paper is organized as follows. The compartmental model
for a single population, which is a based on [38] combined with the description of
quarantines of [39], is introduced in Section 2, starting with a description of com-
partments and transmission rates (Section 2.1). Then, by using the next-generation
matrix approach, we derive in Section 2.2 basic and e↵ective reproduction numbers
(R0 and R(t)) for the model in terms of the parameters. Next, in Section 3 we
describe the early transmission dynamics of COVID-19 in Chile, including some
basic information on geography and population as well as early policies to control
the pandemic (see Section 3.1) followed by an overview of representative values of
the parameters of the compartmental model (Section 3.2). In fact, some of these
parameters have fixed values depending on the spread of the SARS-CoV-2 virus
while others depend on the region under study, and yet others will be estimated us-
ing the Chilean data. Section 4 describes the procedure of estimating the two latter
classes of parameters. To this end, we first specify in Section 4.1 two parameters,
namely the transmission rate and the proportion of fully infectious individuals who
undergo testing, as time-dependent functions. Then, in Section 4.2, we outline the
mentioned SA and MCMC techniques within our context. As we briefly discuss
in Section 5, both techniques can be utilized to calculate confidence intervals for
the parameters identified. Roughly speaking, the smallness of a confidence interval
indicates that the corresponding parameter can well be identified. Another issue
related to parameter identification is the analysis of sensitivity of the basic repro-
ductive number R0 with respect to the di↵erent parameters, that is, one wishes
to quantify the relative change in R0 when a parameter changes. This approach
is outlined in Section 6. Section 7 is dedicated to the presentation of the results
of applying the methods of Sections 4 to 6 to the data of the COVID-19 outbreak
in Chile introduced in Section 3. We address the results on parameter identifica-
tion, identifiability analysis, and sensitivity analysis in Sections 7.1, 7.2, and 7.3,
respectively. In particular we compare results obtained by the alternative SA and
MCMC methodologies. Finally, some conclusions are collected in Section 8. An
appendix contains tables of results pertaining to Section 7.

2 Mathematical model

2.1 Compartments and transmission rates

In what follows, we consider a single population and adopt a simplified version of
the model by Chowell et al. [38], combined with the way individuals in quarantine
are described in [39]. Individuals within the model are classified as susceptible (S),
in home quarantine (Q), latent (E1), partially infectious but not yet symptomatic
(E2), asymptomatic (A), infectious and will not be tested (In), infectious and will
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Fig. 1 Schematic of the transmission of COVID-19 for one population

Table 1 Description of parameters

Parameter Description

� transmission rate
h relative isolation transmissibility of infected individuals
qe relative transmissibility of exposed individuals
qa relative transmissibility of asymptomatic cases
q level of e↵ectiveness of PPE such as mask and wand washing
1/1 length of latent period
1/2 length of infectiousness prior to symptom onset
⇢a proportion of exposed individuals who become asymptomatically infected
⇢s proportion of fully infectious individuals who undergo testing
1/↵ time from symptom onset to isolation or hospitalization
1/�1 time from illness onset to recovery
1/�2 time from diagnosis to recovery
� death rate within hospitals
p proportion of the susceptible population in quarantine declared
1/� duration of quarantine

be tested and isolated (Is), hospitalized/isolated infectious (J), recovered (R), and
deceased (D). Constant population size is assumed, i.e.,

N := S +Q+ E1 + E2 +A+ In + Is + J +R+D = const. (1)

Note that we stipulate one single class of asymptomatic individuals, while in [38]
a distinction is made between individuals that are “asymptomatic and will not be
tested” and those that are “asymptomatic and will be tested and will be isolated”.

For the home-quarantined individuals it is assumed that due to severe travel
restrictions and rigorous supervision by their local communities, they do not have
contact with infected individuals. The parameters p and � represent the percentage
of individuals in quarantine and the quarantine duration, respectively. Therefore,
if p = � = 0 there is no quarantine and the class Q has the e↵ect of removing
susceptible individuals from the infection dynamics.

Five classes can contribute to new infections, namely E2, A, In, Is, and J . If
we denote by rX!Y the rate at which individuals move from class X to class Y ,



6 Bürger, Chowell, Kröker, and Lara-Dı́az

then susceptible individuals move to E1 at rate

rS!E1 =
�
N

(qeE2 + qaqA+ qIn + qIs + hJ),

where � denotes the overall transmission rate. Individuals in E1 progress to E2

at rate 1. Individuals from E2 are partially infectious, with relative transmissi-
bility qe, and progress at rate 2, where a proportion ⇢a become asymptomatic
and partially infectious (relative transmissibility qa), and 1 � ⇢a become fully in-
fectious. Among the proportion 1 � ⇢a that become fully infectious, ⇢s will be
tested, while 1 � ⇢s will be undetected. Asymptomatic individuals who are not
tested and symptomatic individuals wear personal protective equipment (PPE)
(such as wearing masks in public, handwashing, etc.) and thus have relative trans-
missibility q, which is proportional to the level of e↵ectiveness of PPE. Individuals
within classes A and In (who are not tested) recover at rate �1. Those who are
tested (class Is) will progress to the hospitalized and isolated class at diagnosis
rate ↵. Relative transmission within hospitals and isolated places may occur, but
we assume perfect isolation in our analysis. Individuals who are hospitalized and
isolated progress to the recovered class at rate �2 or to the deceased class at rate �.
Therefore, the model is defined by the following system of non-linear di↵erential
equations for a single population, where all variables in capital letters are func-
tions of time t, i.e. it is understood that S = S(t), E1 = E1(t), etc., and a prime
denotes the derivative, that is S0 ⌘ dS/dt, etc. The auxiliary variable C tracks the
cumulative number of diagnosed/reported cases from the start of the outbreak,
and C0 represents the new diagnosed cases.

S0 = ��S
N

(qeE2 + qaqA+ qIn + qIs + hJ)� pS + �Q, (2a)

Q0 = pS � �Q, (2b)

E0
1 =

�S
N

(qeE2 + qaqA+ qIn + qIs + hJ)� 1E1, (2c)

E0
2 = 1E1 � 2E2, (2d)

A0 = 2⇢aE2 � �1A, (2e)

I 0n = 2(1� ⇢a)(1� ⇢s)E2 � �1In, (2f)

I 0s = 2(1� ⇢a)⇢sE2 � ↵Is, (2g)

J 0 = ↵Is � (�2 + �)J, (2h)

R0 = �1(A+ In) + �2J, (2i)

D0 = �J, (2j)

C0 = ↵Is. (2k)

A schematic of the transmissions is provided in Figure 1, and the description of
the parameters is given in Table 1.

2.2 Reproduction numbers

The basic and e↵ective reproduction numbers R0 and R are quantities that allow
us to measure the epidemic impact of infectious disease in a population as well as
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measuring the e↵ectiveness of control measures. The basic reproduction number
R0 defines the average number of secondary cases generated by primary infectious
individuals during the early transmission, this is when the population is completely
susceptible and in the absence of control interventions. And e↵ective reproduction
number R is defined to partially susceptible population, where if R > 1, the
infection can be transmitted within the population, and if R < 1 the infection
cannot spread. To calculate these numbers, we use the next-generation matrix
approach [52]. This yields the expression

R0 = ⇢(FV�1)

= �

✓
qe
2

+
qaq⇢a
�1

+
q(1� ⇢s)(1� ⇢a)

�1
+

q⇢s(1� ⇢a)
↵

+
h⇢s(1� ⇢a)

�2 + �

◆
,

(3)

where ⇢ denotes the spectral radius and the matrices F and V are given by the
respective expressions

F =

2

6666664

0 �qe �qaq �q �q �h
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

3

7777775
,

V =

2

6666664

1 0 0 0 0 0
�1 2 0 0 0 0
0 �2⇢a �1 0 0 0
0 �2(1� ⇢a)(1� ⇢s) 0 �1 0 0
0 �2(1� ⇢a)⇢s 0 0 ↵ 0
0 0 0 0 �↵ �2 + �

3

7777775
.

Moreover, the corresponding e↵ective reproduction number is defined as

R(t) = R0S(t)/N, (4)

where S(t)/N is the proportion of susceptible individuals in the population at
time t and we recall that the total population N is assumed to be constant (see
(1)). From the explicit expression (3) we can deduce the following contributions
of the individual compartments:

RE2 =
�qe
2

, RA =
�qaq⇢a

�1
, RIn =

�q(1� ⇢s)(1� ⇢a)
�1

,

RIs =
�q⇢s(1� ⇢a)

↵
, RJ =

�h⇢s(1� ⇢a)
�2 + �

,

where

R0 = RE2 +RA +RIn +RIs +RJ . (5)
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Number Region population

15 Arica 226.068
1 Tarapacá 330.558
2 Antofagasta 607.534
3 Atacama 286.168
4 Coquimbo 757.586
5 Valparáıso 1.815.902
6 O’Higgins 914.555
7 Maule 1.044.950
16 Ñuble 480.609
8 Biob́ıo 1.556.805
9 Araucańıa 957.224
14 Los Ŕıos 384.837
10 Los Lagos 828.708
11 Aysén 103.158
12 Magallanes 166.533
13 Metropolitana 7.112.808

total 17.574.003

Fig. 2 The 16 administrative regions of Chile [53] and their population according to the 2017
census [54]. The Roman numbers are the o�cial administrative numbers of the geographic
regions. The greater Santiago area is the Metropolitan region (RM) and counted as region 13.
Note that numbering is not strictly ordered from north to south; regions 14 to 16 have been
created by dividing existing regions. The total population at the end of 2020 is estimated at
19.1 million.

3 The early transmission of COVID-19 in Chile

3.1 General remarks on the early stages of COVID-19 in Chile

We wish to apply the COVID-19 model of Section 2 to each of the 16 adminis-
trative regions of Chile (see Figure 2), where each region was subject to di↵erent
quarantine periods, a situation the government named “dynamical quarantines”.
This policy was in e↵ect until July 27, 2020. In addition, this measure was applied
only to municipalities with a greater incidence of positive cases for COVID-19. For
this reason we consider a decoupled analysis for regions until July 27, 2020, assum-
ing the day of the first positive case as the first day for the timeline of each region,
and July 27, 2020 as the last day. Since the onset of the outbreak of COVID-19
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Table 2 Strategies applied to attack the Covid-19 emergency in Chile

Date Measure

16Mar Closing of schools and universities
18Mar Declaration of national emergency and border closure
19Mar Store closings except for pharmacies, banks, and supermarkets
21Mar Closing of entertainment centers
22Mar Declaration of national curfew between 10:00 PM and 5:00 AM
26Mar Start of lockdown and quarantine in di↵erent municipalities
8Apr Mandatory use of face masks in public spaces
25 Jul Declaration of the new action plan named “Paso a Paso” where the di↵erent

municipalities will assume a risk level (between five) according to some
epidemiological criteria, with which these would have more mobility
flexibilities or more restrictions.

Table 3 Changes in criteria of reported data

Date New criterion

29Apr Incorporation to the number of infectious reported, to individuals
with and without symptoms and with PCR positive.

1 Jun Announcement of a new criterion, where are incorporated deaths
without a diagnosis but with suspicion of COVID-19, for they have
symptoms or PCR indeterminate.

2 Jun Stop reporting the number of PCR tests for each region (for some days).
3 Jun Stop reporting the recovered cases.
7 Jun 653 deaths are added as possible cases of COVID-19 and 96 new

deaths of the people diagnosed, but the distribution of these deaths
for each region is not clear, due to an update in the residence address
of the deceased, where some change region

17 Jun 31422 cases are added to data because these were not notifying in the
system, for this reason they are incorporated
with status “without notifying” in the daily reports.

in Chile, the Ministry of Health has been reporting daily new cases of infection
and death for each region and new cases of recovered persons at national level.
These two last pieces of information formed a topic debate because the ministry
changed the criteria for the count of deaths and used a formula for determining the
recovered population based on assuming the recovery period of 14 days (see [55,56]
for o�cial information). On information reported we also have access to the daily
numbers of polymerase chain reaction (PCR) tests applied, as well as the daily
number of critical patients and UCIs. Moreover, we have a timeline of strategies
and measures implemented to attack the emergency that is summarized in Table 2.

At several dates the Chilean Ministry of Health changed some of the criteria
to count infectious and death cases. Some moments have stopped the publication
of the number of PCR for each region and recovery national cases. Table 3 indi-
cates some of these changes along with their dates. Using the data available and
taking into account the di�culties that the changes of criteria imply, we do not
consider deaths data as data for our model. Still, we consider data reported as the
symptomatic and asymptomatic cases, since the latter may become symptomatic
later. In some cases, we also added the cases without notifying which are reported
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Fig. 3 Daily data at regional level (regions 1 to 6).

late. Figures 3, 4 and 5 display the di↵erent regional data distributions, including
some dates of quarantine measures and important holidays.

3.2 Parameter information

Some of the parameters involved in our model have fixed values depending on
the spread of the SARS-CoV-2 virus while those of others depend on the region
under study or will be estimated using the Chilean data. The methodology for
this last part will be exposed with more detail in the next section. The aim is
to study the spread of COVID-19 and the quarantine measures applied in each
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Fig. 4 Daily data at regional level (regions 7 to 12).

Chilean region (decoupled analysis). Table 5 collects the parameters along with
their values, ranges, and sources, where for simplicity we assume h = 0, and the
parameters that depend on the spread of the SARS-CoV-2 virus, namely 1, 2,
�1, �2, ⇢a, qa and qe are collected from various references.

The quarantine parameters � and p are determined for each region through the
di↵erent quarantines declared. D ue to the increasing positive cases of COVID-19
and the increased death, control measures were applied in each region depending
on the health crisis level. For example, the Metropolitan region (region 13) imple-
mented various changes on the quarantine measure, where included or removed
population of di↵erent municipalities from the Chilean region, these changes were
applied for day and other for each week. The rigorous information about these
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Fig. 5 Daily data at regional level (regions 13 to 16).

Table 4 Summary of the quarantine periods applied for each region. The dates correspond
to a new quarantine period applied to a proportion di↵erent from the regional population.

Cod Region Quarantine 1 Quarantine 2 Quarantine 3 Quarantine 4 Quarantine 5 Quarantine 6

15 Arica 16Apr–14May 14–27 Jul
1 Tarapacá 16May–11 Jun 12 Jun–27 Jul
2 Antofagasta 5–29May 9–22 Jun 23 Jun–27 Jul
5 Valparáıso 20Mar–6Apr 9–11 Jun 12–18 Jun 19–25 Jun 26 Jun–27 Jul
6 O’Higgins 19–25 Jun 26 Jun–13 Jul 14–27 Jul
7 Maule 19 Jun–27 Jul 19 Jun–27 Jul
16 Ñuble 29Mar–22Apr
8 Biob́ıo 6–16Apr
9 Araucańıa 28Mar–8Apr 9–16Apr 17–29Apr 30Apr 1–14May 22May–5 Jun
10 Los Lagos 30Mar–30Apr
11 Aysén 13–26Mar
12 Magallanes 26–31Mar 1–6Apr 7Apr–7May

13 Metropolitana

Quarantine 1 Quarantine 2 Quarantine 3 Quarantine 4 Quarantine 5 Quarantine 6
26Mar–2Apr 3–8Apr 9–13Apr 14–15Apr 16Apr 23–29Apr
Quarantine 7 Quarantine 8 Quarantine 9 Quarantine 10 Quarantine 11 Quarantine 12
17–22Apr 30Apr–4May 5–7May 8–14May 15 May–11 Jun 12–25 Jun

Quarantine 13
26 Jun–27 Jul

measures at regional level is summarized in Table 4, For simplicity, we selected
the dates and periods for which the control measure was in e↵ect in such a way
that the proportion of population involved remains approximately constant, i.e.,
the periods presented in Table 6 and Figures 3, 4, and 5 are fixed for an amount of
population approximation involved with the quarantine measure, considering for
both cases as last date July 27, 2020.
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Table 5 Parameters, ranges, values and references assumed in our study

Parameter Value/Range Selected for simulations Source

� 0-5 Estimated
h 0 0 Assumed
qe 0.1 0.1 [57]
qa 0.4 0.4 [57]
q 0-100% 0.5 Assumed
1/1 2.5 2.5 [40,58]
1/2 2.5 2.5 [59,60]
⇢a 20%, 40%, 60% 0.4 [61,62]
⇢s 0-100% Estimated
1/↵ 12 hrs - 10 days Estimated
1/�1 7 days 7 [40,64]
1/�2 5 days 5 [65]
� 0.021 (Chilean) 0.021 National death case data
1/� region-specific cf. Table 8 [66]
p 0-100% Estimated

An important point about the quarantines applied in Chilean regions is that
they have special peculiarities; for example, the di↵erent quarantine periods ap-
plied to regions 2, 5, 13, 6, and 12 (in north-south ordering) established consecu-
tively are understood as a measure of reinforcement, i.e., the period Quarantine3,
involves more population than Quarantine2, and the case of region 9 also with
consecutive quarantines but of relaxation, i.e., for each new quarantine period de-
clared, less population is involved. The rest of the quarantine periods involve only
one period or discrete times of application. For example, region 11 has only one
single quarantine, but this was applied as a preventative measure, as is also the first
quarantine applied to region 5, which is a discrete measure with the subsequent
quarantines.

On April 29, 2020, a new criterion was applied to count the new cases, where
symptomatic and asymptomatic patients with positive PCR test result are counted.
Due to this fact the number of tests from April 29 on is higher than in previous
days. We will assume this situation to select the parameter ⇢s. In the next section,
where we intend to estimate this parameter, assuming a new definition that is
presented in the section 4. Finally, the parameter q is assumed, the parameter � is
calculated using the national data from Chile for the death cases (due to or with
suspicion of COVID-19) and for the positive cases for COVID-19. Then we cal-
culate � assuming an average between number of deaths for day t and total cases
occurred at date t � 10, considering 10 days is the mean time between contagion
and death. The parameters � and ↵ are also estimated, as will be presented in the
next section.
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Fig. 6 Daily data at national level where the magenta, cyan, and yellow curves correspond
to symptomatic, asymptomatic, and without notifying cases, respectively, the bars correspond
to the total positive COVID-19 cases, that is symptomatic plus asymptomatic plus without-
notifying, and vertical lines indicate important holidays and dates

Table 6 Summary of the quarantine periods applied for each region. The dates correspond
to quarantine periods that approximately maintain the same proportion of the regional popu-
lation.

Code Region Quarantine1 Quarantine2 Quarantine3 Quarantine4

15 Arica 16 Apr–14 May 14 July–27 July
1 Tarapacá 16 May–27 Jul
2 Antofagasta 05 May–29 May 09 Jun–22 Jun 23 Jun–27 Jul
5 Valparaiso 20 Mar–06 Apr 09 Jun–25 Jun 26 Jun–27 Jul
13 Metropolitana 26 Mar–14 May 15 May–11 Jun 12 Jun–25 Jun 26 Jun–27 Jul
6 O’Higgins 19 Jun–13 Jul 14 Jul–27 Jul
7 Maule 19 Jun–27 Jul
16 Ñuble 29 Mar–22 Apr
8 Biob́ıo 06 Apr–16 Apr
9 Araucańıa 28 Mar–08 Apr 09 Apr–29 Apr 30 Apr–14 May 22 May–05 Jun
10 Los Lagos 30 Mar–30 Apr
11 Aysén 13 Mar–26 Mar
12 Magallanes 26 Mar–31 Mar 01 Apr–07 May

4 Estimation procedure

4.1 Time dependence of certain parameters

For our study, and inspired by previous work [21,22], we assume a time-dependent
transmission rate � = �(t). Specifically, we assume a relationship of the type

�(t) = �0
�
(1� �) exp(�q�t) + �

�
(6)
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Table 7 Times ts for the new function ⇢s.

Number Region Date day 1 Date day 75 ts day for April 29
15 Arica 19Mar 01 Jun 42
1 Tarapacá 23Mar 06 Jun 38
2 Antofagasta 14Mar 27May 47
3 Atacama 14Mar 27May 47
4 Coquimbo 19Mar 01 Jun 42
5 Valparáıso 16Mar 29May 45
13 Metropolitana 04Mar 17May 57
6 O’Higgins 19Mar 01 Jun 42
7 Maule 03Mar 16May 58
16 Ñuble 12Mar 25May 49
8 Biob́ıo 09Mar 22May 52
9 Araucańıa 16Mar 29May 45
14 Los Ŕıos 16Mar 29May 45
10 Los Lagos 07Mar 20May 54
11 Aysén 13Mar 27May 47
12 Magallanes 17Mar 30May 44

Table 8 Times � for quarantine periods for regions correspond to Table 6.

Number Region �1 �2 �3 �4

15 Arica 29 14 ⇤ ⇤
1 Tarapacá 73 ⇤ ⇤ ⇤
2 Antofagasta 25 14 35 ⇤
5 Valparaiso 18 17 32 ⇤
13 Metropolitana 50 28 14 32
6 O’Higgins 25 14 ⇤ ⇤
7 Maule 39 ⇤ ⇤ ⇤
16 Ñuble 25 ⇤ ⇤ ⇤
8 Biob́ıo 11 ⇤ ⇤ ⇤
9 Araucańıa 12 21 15 15
10 Los Lagos 32 ⇤ ⇤ ⇤
11 Aysen 14 ⇤ ⇤ ⇤
12 Magallanes 6 37 ⇤ ⇤

that describes an exponential decline from an initial value �0 to ��0 at the rate
0  q�  1, where � < 1 [18, Ch. 9]. This modeling framework allows to capture
early sub-exponential growth dynamics whenever R0 > 1 and q� > 0. If we assume
R0 > 1 in a su�ciently large susceptible population, so that the e↵ect of suscep-
tible depletion is negligible in the early epidemic phase, then the quantity 1 � �
models the proportionate reduction in �0 that is needed for the e↵ective number
to asymptotically reach 1.0. Hence, � can be estimated as

� =
1

�0K
,

where

K =
qe
2

+
qaq⇢a
�1

+
q(1� ⇢s)(1� ⇢a)

�1
+

q⇢s(1� ⇢a)
↵

+
h⇢s(1� ⇢a)

�2 + �
,

and if q� = 0, the transmission rate is constant, i.e., �(t) ⌘ �0.
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Another special form is assumed here is for the parameter ⇢s that represents
the proportion of fully infectious population that undergo testing, namely

⇢s(t) =

(
⇢s,1 for t < ts,

⇢s,2 for t � ts,
(7)

where ⇢s,1 is interpreted as the proportion of population tested before time ts, and
⇢s,2 as the proportion of population tested afterwards. So if ⇢s is expressed by (7),
we will have to estimate the parameters ⇢s,1 and ⇢s,2, where we would hope that
occur that ⇢s,1 < ⇢s,2, due to the increase in the number of test, being ts the time
in the time series that corresponds to the date 29 April for each region, with end
date July 27, 2020. See Table 7 for the times ts for each region.

Finally, using the information summarized in Table 6 on the quarantine periods
for each regions, we may for each quarantine period defined the parameters �
asociate with each region as is detailed in Table 8. so with these values we will
estimate for each � a value for the parameter p, that represents the proportion
of the susceptible population in quarantine. This process is presented in the next
section, and their results in Tables 9 and 10.

4.2 Parameter estimation procedures

We now estimate some parameters of our COVID-19 model that were summarized
in the previous sections and where the initial conditions satisfy

R(0) = Q(0) = D(0) = 0

along with

E1(0) = 2J(0), E2(0) = 4J(0)� E1(0), In(0) = min{J(0), 1},
S(0) = N � E1(0)� E2(0)� In(0)� Is(0)�A(0)� J(0),

where J(0) and Is(0) will be estimated.
Between the methods used for parameter estimation and quantifying their

uncertainty, we follow two alternative approaches:

(1) One applies the Simulated Annealing (SA) method to minimize the L2 norm
between the curve C from our model and the Chilean data, with which we
obtain a set to best-fit parameters. Then, using this best-fit parameter set, we
realize an optimization running the least-squares method (LSQ), thus guaran-
teeing the global optimum. Then, using the estimated parameter set obtained
by the previous step, we compute the uncertainty and the 95% confidence
intervals running a bootstrap process for 250 simulations.

(2) Apply a stochastic optimization model using a classical Markov Chain Monte
Carlo (MCMC) technique with the Metropolis-Hasting algorithm, where the
idea is to maximize the likelihood by the stochastic search for the best pa-
rameters in a given region with a given probability distribution. During this
process, we also can obtain the uncertainty of the parameters.
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These two paths were chosen because both methods are powerful tools to op-
timize, in particular to fit models to describe epidemic phenomena with real data,
such as those developed in the following works [26, 67–69] Besides, the SA and
MCMC techniques were inspired by Metropolis et al. [27], for selection for the new
solutions characterized. Still, their adaptations allow applying di↵erent paradigms,
one frequentist and the other Bayesian.

About the parameters to estimate we have the transmission rate � using the
expression (6), where we need estimate �0 and q� , the diagnostic rate ↵, the para-
meters for the proportion of fully infectious individuals who undergo testing ⇢s,1
and ⇢s,2, using the expression (7) and the parameter p for identify the proportion of
the population in the quarantine period �, defined for each region with the measure
declared, in otherwise the model is applied without quarantine parameters, i.e.,
p = � = 0.

We incorporate the equation C0(t) to the system (2) to be able to fit our model
to real Chilean data, being C the sum between the symptomatic and asymptomatic
or the sum between the symptomatic, asymptomatic, and without notification
cumulative number cases i.e, we are considering these two situations for cumulative
reported cases as our data, therefore we have two studies situations, besides, we
are also considering the case of decoupled regions, i.e., we consider timelines for
each region, where the first day corresponds to the first case reported and the last
date assumed is July 27, 2020.

Additionally, to further guarantee the global minimum obtained to running
the routine SA-LSQ (described previously in step (1)), we decide to repeat this
process 20 times, assuming 20 random values drawn appropriately between the
ranges defined for each parameter to estimate, as follow,

0 < �0 < 5, 0 < q� < 1, 0.1 < ↵ < 2, 0 < J(0) < C(0),

0 < Is(0) < 300, 0 < ⇢s,1, ⇢s,2 < 1, and 0 < p < 1

(the same ranges are satisfied to apply MCMC method) being C(0) is equal to first
data for cases reported in each region. For this purpose, we generate these 20 values
correspond to each initial parameter set, using the Matlab routine lhsdesign. Then,
using these set of initial parameters we run SA fit for each one, then with these 20
estimated parameters, we select as the best-fit the one with the presnorm smaller
(it is the squared 2-norm of the residual at ⇥, i.e.,

P
(C(ti,⇥) � datati)

2), and
finally using the best-fit obtained previously, we do one run additional applying
lsqcurvefit (Matlab routine) routine. With this result we can apply the bootstrap
process with (250) samples . In particular, to estimate the parameters p, we assume
16 times the fits (20 + 1), where the uncertainty for this parameter is increased.
On the other hand, the MCMC technique was implemented to (50 + 1k) samples
run used Metropolis-Hastings algorithm.

Concerning the value R0, we will use the equation (3) and the values obtained
for each parameter in the estimation procedure in which each Chilean region con-
tribute data to define a local function fitting each cumulative data, i.e., we can
compute the values of R0 for each region and later we can also compute the values
for the sensitivity indexes of R0, such as will be exposed in the section 6. Before
continuing with the results, we will present the methodology necessary for the
identifiability study applied to each parameter estimated and the value R0.
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5 Identifiability study

Our COVID-19 model is represented by the ODE system (2). This model has
10 epidemiological states or compartments, where we incorporate the auxiliary
variable C(t) that indicates the symptomatic cumulative number of diagnosed or
reported new cases of the outbreak, and C0(t) is the incidence of diagnosis cases. In
addition to the 10 system states our model consists of 15 parameters where there
are 5 classes contributing to new infectious (E2, A, In, Is, J), and these represent
the reproductive number R0, as the sum of the contributions from each of these
classes, see (3) and (5).

To begin the study of identifiability, we must follow the following steps that
rely on definitions and computations presented in detail in [70] and [71]:

1. Identify and classify the parameter sets from our model. For our case, the set

⇥ = {↵,�, ⇢s,1, ⇢s,2, q� , p},

correspond to the parameters to be estimated, and the set

⌅ = {h, qe, qa, q,1,2, ⇢a, �1, �2, �,�}

of parameters whose values are fixed.
2. Apply parameter estimation to obtain ⇥̂. This is achieved by fitting our model

to the C-data using either of the two approaches (the SA or the MCMC one)
described in Section 4.2.

3. For each set of estimated parameters, R0 is calculated to obtain a distribution
of R0 values as well.

4. Parameter identifiability: we say that a model parameter is identifiable from
available data if its confidence interval lies in a finite range of values. Then,
using the 95% confidence intervals from the distributions of each estimated
parameter, we have that, if we observe a small confidence interval, this indicates
that the parameter can be precisely identified, while a wider range could be
indicative of lack of identifiability. In particular for the case when the confidence
intervals are obtained via application of the bootstrap process, we could assess
the level of bias of the estimates calculating the mean squared error (MSE) for
each parameter. This quantity is calculated as

MSE =
SX

j=1

(⇥ � ⇥̂j)
2,

where ⇥ represents the true parameter value (that for this case corresponds
to the best-fit parameter value), and ⇥̂j represents the estimated value of the
parameter for the jth bootstrap realization. When a parameter can be esti-
mated with low MSE and narrow confidence, this suggests that the parameter
is identifiable from the model. On the other hand, larger confidence intervals
or larger MSE values may be suggestive of non-identifiability.
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R0 vs. � R0 vs. ↵ R0 vs. � R0 vs. ⇢a

R0 vs. ⇢s R0 vs. h R0 vs. qa R0 vs. qe

R0 vs. q R0 vs. �1 R0 vs. �2 R0 vs. 2

Fig. 7 Relationship between the basic reproduction number R0 and the model parameters,
where each parameter within R0 is varied while the others are kept constant while satisfaying
the conditions of Table 5

6 Sensitivity indices for R0

This analysis is realized using the sensitivity indices defined in [72], in particular
this study will be applied to R0 to measure the relative change in a state variable
when a parameter changes. This requires that we deduce closed-form expressions
for the sensitivity indices of R0 with respect to the parameters involved, where we
recall that the so-called normalized forward sensitivity index �u

p of a variable u
that depends di↵erentiably on a parameter p is defined as

�u
p :=

@u
@p

· p
u
.

Then, the sensitivity indices for our model are computed using our expression
for R0 presented in (3) and (5), where we utilize the parameters of Table 1. This
yields the following expressions:

�R0
� =

@R0

@�
· �
R0

= 1 > 0, (8)

�R0
h =

@R0

@h
· h
R0

=
RJ

R0
> 0, (9)

�R0
qe =

@R0

@qe
· qe
R0

=
RE2

R0
> 0, (10)
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�R0
qa =

@R0

@qa
· qa
R0

=
RA

R0
> 0, (11)

�R0
q =

@R0

@q
· q
R0

=
RA +RIn +RIs

R0
> 0, (12)

�R0
2

=
@R0

@2
· 2

R0
= �RE2

R0
< 0, (13)

�R0
⇢a

=
@R0

@⇢a
· ⇢a
R0

=
RA

R0
� ⇢a(R

In +RIs +RJ)
(1� ⇢a)R0

< 0, (14)

�R0
⇢s

=
@R0

@⇢s
· ⇢s
R0

=
RIs +RJ

R0
� ⇢sR

In

(1� ⇢s)R0
> 0, (15)

�R0
↵ =

@R0

@↵
· ↵
R0

= �RIs

R0
< 0, (16)

�R0
�1

=
@R0

@�1
· �1
R0

= � (RA +RIn)
R0

< 0, (17)

�R0
�2

=
@R0

@�2
· �2
R0

= � RJ�2
R0(�2 + �)

< 0, (18)

�R0
� =

@R0

@�
· �
R0

= � RJ�
R0(�2 + �)

< 0. (19)

These sensitivity indices of R0 can be positive or negative. Since all indices
are functions of other parameters, the sensitivity indices will change with other
parameter values. We will show a particular analysis with the values of parameters
estimated applied to regional Chilean data in Section 7.

But before, using the model parameters and R0 expression, which we know
are positive values and R0 greater than RA, RE2 , RIs , RIn , RJ ; where obtain the
positive and negative signs shown together to the sensitivity indices in expressions
(8)–(19) the which represent the following, if the index is positive, we have a
relationship directly proportional between R0 and the parameter analyzed, i.e.,
if the parameter increases the R0 increases. On the contrary, if the sign is nega-
tive, the relationship will be the opposite, i.e., if the parameter increases, then
R0 decreases. Besides, Figure 7 illustrates the sensitivity of the parameters that
define the parameter R0, where we can observe the following.

The parameters �, h, qe, qa, q, and ⇢s are more sensitive to control the trans-
mission of the disease since a small increase in these parameters imply an increase
of R0 significantly, especially for the parameters qe, ⇢s, where for a small increase
of them, the value for R0 is varying by more than 10 units. A similar situation
occurs with the parameter ⇢a, but in an opposite sense, where a small increase
in this parameter implies a significant decrease of R0. For the case of parameters
�1, 2, and ↵, we can see that the relationship is inversely proportional with R0,
where if these values increase, therefore the disease fatality starts to decrease with
time. This could be translated as a reduction in the times 1/�1, 1/2, and 1/↵
imply a reduction in the R0 value. Finally, we have that R0 is not very sensitive
to the parameters � and �2, due to dependence of these indices with RJ especially
with the parameter h which was fixed equal to zero.
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Fig. 8 Fit of the model (2) to compartment C based on the reported symptomatic and
asymptomatic cases, and using the SA method. Here and in Figure 9, cumulative cases are
depicted in blue dots, fit curves are the red lines, the 95% CIs are the dashed red lines and
cyan curves correspond to simulated curves generated during the bootstrap process

7 Results

Our study considers the daily cumulative COVID-19 cases reported in Chile for its
16 regions. For the model fit, we assume two versions of the data at the moment
of calibration. The first version considers as data the sum of the daily cumulative
cases reported for symptomatic and asymptomatic cases because various asymp-
tomatic cases reported can be symptomatic later. In the second version the data are
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Fig. 9 Fit of the model (2) to compartment C based on the reported symptomatic, asymp-
tomatic, and without-notifying cases, and using the SA method.

taken as the sum of the daily cumulative cases reported for symptomatic, asymp-
tomatic, and without-notification cases. We recall that the “without-notification”
cases are those with a positive PCR test with or without symptoms. With respect
to timeline; we assume one for each region, the first date is that of the first case
and the last cases are assumed for July 27, of 2020. We estimate unknown model
parameters such as the transmission rate �, the time ↵ from symptom onset to
isolation or hospitalization, the proportion ⇢s of fully infectious individuals who
undergo testing and the proportion p of the susceptible population in quarantine
declared. To estimate the parameters � and ⇢s we employ the expressions (6)
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Fig. 10 Fit of the model (2) to compartment C based on the reported symptomatic and
asymptomatic cases, and using the MCMC method. Here and in Figure 11, cumulative cases
are depicted in blue dots, fit curves are the red lines, and the 95% CIs are the dashed gray
lines

and (7), respectively, where it becomes necessary to estimate the parameters �0

and q� (for �) as well as ⇢s,1 and ⇢s,2 (for ⇢s). Moreover, the quarantine parame-
ter p depends on each region because this control measure was applied in di↵erent
moments and periods in each region (see Table 6). Some unknown initial con-
ditions of our model (2) are also are estimated for each version of data. Then,
following the process exposed in Section 4, we now present the results obtained for
the estimation of the parameters and their uncertainty along with the sensitivity
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Fig. 11 Fit of the model (2) to compartment C based on the reported symptomatic, asymp-
tomatic, and without-notifying cases, and using the MCMC method.

analysis for the basic reproductive number R0, using the results obtained for the
parameters estimated for each region.

7.1 Parameter estimation

Using the SA method and the least-squares optimization, we obtained the esti-
mated parameters summarized in Table 9, and we used the bootstrapping process
for the computation of their 95% confidence intervals summarized in Tables 11
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and 13, and plotted in Figures 8 and 9. The analogous results arising from using
the stochastic optimization MCMC method applying the Metropolis-Hastings al-
gorithm are presented in Table 10 with their respectively 95% confidence intervals
shown in Tables 12 and 14 and plotted in Figures 10 and 11. In light of the results
shown in these figures and tables it appears that the fits obtained are acceptable for
both versions of the data and for the two optimization processes applied, because
in the majority of cases the parameters estimated are relatively close, evidencing
possibly an identification of our best-fit parameters. This observation is discussed
in more detail in the next section.

7.2 Identifiability analysis

Studying the results for the mean and the 95% confidence intervals, summarized
in Tables 11 to 13 for the bootstrapping process and in Tables 12 to 14 with
the MCMC process, we can observe the following. For both methodologies, those
based on SA and those based on MCMC, the 95% confidence intervals have finite
ranges and in almost all cases the mean value maintains a central position in theses
intervals which suggests that the parameters are being identifiable. In particular
for Is(0) and R0 intervals, have a wide range, opposite to intervals obtained to
q� for example, which intervals have a close range. Observing the ⇢s,1 and ⇢s,2
intervals, we can note that the parameter ⇢s,1 has a trend to left side of intervals,
and the ⇢s,2 to the right side, suggesting that e↵ectively the relation ⇢s,1 < ⇢s,2 is
satisfied for the majority cases. Besides studying the MSE values for the Is(0) and
R0 intervals generated with the bootstrap process, we observe that the values for
R0 are between the range [12, 70] and for Is(0) between [2, 30000], possibly these
rather large ranges are due to that in particular these parameters strongly depend
on the population behavior, control measures, and collected process of data. The
identifiability of parameters is in occasions an problem because, as is mentioned
in [70], when structural identifiability is not an issue, a parameter may still be
non-identifiability in practice due to other factors, such as the amount and quality
of the data available and the number of parameters that are jointly estimated from
the available data. This last part can be di�cult in our case because of the multiple
changes in the criteria for collecting data around the COVID-19 crisis. Reason by
the to future experiments, we hope to explore more data and parameters

7.3 Sensitivity analysis

The indices in the expressions (8)-(19) computed between the basic reproduction
number R0 and the parameters involved can help us assessing the impact of each
parameter to the value of R0, which indicates whethe the COVID-19 will continue
to propagate in each Chilean region or not. Then, using the parameters estimated
for each region, method, and data, as well as the fixed and assumed parameters
in Table 5, we can see the following results, summarized in Tables 15 and 16 and
Figures 12 and 13.

The fact that for all regions and situations �R0
� = 1 means that if we increase

(or decrease) 10% in �, keeping other parameters fixed, will produce 10% increase
(or decrease) in R0. Similarly, for each positive index, for example, the index �R0

⇢s
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for region 13, and model SA, we obtained the values 0.0046 and 0.0360 respectively,
whereby if increasing (or decreasing) a 10% the parameter involved, increases (or
decrease) R0 by 0, 046% and 0.360% respectively, having an impact greater the
parameter ⇢s when the parameters are estimated using the data with symptomatic,
asymptomatic and without notification than using the data with symptomatic
and asymptomatic. Now, if the index is negative, like appear for example for
index �R0

⇢a
for region 13, and model MCMC, we obtained the values �0.2507

and �0.0746 respectively, an increasing (or decreasing) by 10% for parameter
⇢a implies decreases (or increases) for R0 by 2.507% and 0.746% respectively,
being the e↵ect greater for parameter ⇢a when the other parameters are estimated
using the data with symptomatic and asymptomatic than using the data with
symptomatic, asymptomatic and without notification.

A di↵erent situation occurs when the sensitivity index is equal to zero like in
�R0
h , �R0

�2
and �R0

� which means that these parameters do not a↵ect R0. This
situation occurs for the assumption h = 0.

Analyzing Figures 12 and 13, we can see that regions 2 and 5 have a smaller
sensitivity than regions 12 and 16, which indicates that the value for R0 is a↵ected
more intensely for these regions. Another observation in this part is that the values
for sensitivity indices present di↵erent behavior for each region. We can say that
the regions with bars with close heights for each parameter, the selection of the
model, and the data represent the same impact of sensitivity. But in the cases
when the bars have variable heights, as in region 1, we can say in this case that
the MCMC model contributes more sensitivity for the parameters q, ⇢a, ⇢s, and
↵ than the SA model.

8 Conclusions

In this paper, we analyze and adapt a model propose for the outbreak of COVID-
19 for the Chilean case, where we incorporate the dynamic quarantines declared
for the national government for each one Chilean region, which follow a control
strategy particularly defined for each region, for example, the region 13 named
Metropolitana, applied measures of quarantine of reinforcing, and on the other
hand region 9 named Araucana, applied quarantines of relaxation, i.e., the mea-
sure was applied incorporating more or less regional population in each case. Using
this model, information of population with positive COVID-19 test, and the dates
of quarantine applied for each region, we estimate unknown parameters using two
paths, one with an SA algorithm as a minimization procedure and the other with
an MCMC algorithm as a stochastic optimization procedure. Our studies have
shown optimal results for the fits of data to our model, wherewith the parameters
estimated, we also study the contribution of each parameter involving in the defi-
nition of the basic reproduction number R0, including the compute of sensitivity
indices, which indicate us that the sensitivity level depends on each region, due to
that is observing more sensibility in some regions than others, which can indicate
us that the quality of data is di↵erent for each region, where possibly also is de-
pending on factors such as accessibility, connectivity, and the density population
which could possibly hinder the fit methodologies, then to improve these factors
we could include more data sources, reducing the number of parameters estimated,
or implement some extension of our optimization methods. Then, a next goal to
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Fig. 12 Values for the sensitivity indices between the basic reproduction number R0 with
their parameters, applied for each Chilean region

improve our study could be to include the possibilities mentioned before and gen-
erate forecasts, a tool of utility for the create control policies; as well as applying
our model to countries that involve dynamic quarantines like Chile have applied.
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Fig. 13 Values for the sensitivity indices between the basic reproduction number R0 with
their parameters, applied for each Chilean region.
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49. van den Driessche P. Spatial structure: patch models. In: Brauer F, van den Driessche P,
Wu J, editors. Mathematical epidemiology. Berlin: Springer; 2008. p. 179–89.

50. Arino J. Diseases in metapopulations. In Ma Z, Zhou Y, Wu J, editors. Modeling and
dynamics of infectious diseases. Beijing: Higher Education Press; 2009. p. 64–122.

51. Bürger R, Chowell G, Mulet P, Villada LM. Modelling the spatial-temporal progression
of the 2009 A/H1N1 influenza pandemic in Chile. Math Biosci Eng. 2016;13:43–65.

52. van den Driessche P, Watmough J. Reproduction numbers and sub-threshold endemic
equilibria for compartmental models of disease transmission. Math Biosci. 2002;180:29–
48.

53. Wikipedia Commons, map of Chile, https://commons.wikimedia.org/wiki/File:Mapa-
chile.svg, accessed February 7, 2021.

54. http://www.censo2017.cl/descargas/home/sintesis-de-resultados-censo2017.pdf, accessed
February 7, 2021.

55. Government of Chile, https://www.gob.cl/coronavirus/cifrasoficiales/#reportes. O�cial
COVID-19 website, accessed February 16, 2021.

56. Ministery of Science, Technology, Knowledge and Innovation of Chile,
http://www.minciencia.gob.cl/covid19. Website of the o�cial database for COVID-
19 research; accessed February 16, 2021.

57. Chowell G, Fenimore PW, Castillo-Garsow MA, Castillo-Chavez C. SARS outbreaks in
Ontario, Hong Kong and Singapore: the role of diagnosis and isolation as a control mech-
anism. J Theor Biol. 2003 Sep 7;224(1):1-8. doi: 10.1016/s0022-5193(03)00228-5. PMID:
12900200; PMCID: PMC7134599

58. Zou, L., et al., SARS-CoV-2 Viral Load in Upper Respiratory Specimens of Infected Pa-
tients. New England Journal of Medicine, 2020.

59. You C., et al., Estimation of the time-varying reproduction number of COVID-19 outbreak
in China, International Journal of Hygiene and Environmental Health, 2020, 113555, ISSN
1438-4639, https://doi.org/10.1016/j.ijheh.2020.113555.

60. Linton, N.M.; Kobayashi, T.; Yang, Y.; Hayashi, K.; Akhmetzhanov, A.R.; Jung, S.-
m.; Yuan, B.; Kinoshita, R.; Nishiura, H. Incubation Period and Other Epidemio-
logical Characteristics of 2019 Novel Coronavirus Infections with Right Truncation:
A Statistical Analysis of Publicly Available Case Data. J. Clin. Med. 2020, 9, 538.
https://doi.org/10.3390/jcm9020538

61. Nishiura H., et al., Estimation of the asymptomatic ratio of novel coronavirus infections
(COVID-19), Int J Inf Dis. 2020;94:154–5. https://doi.org/10.1016/j.ijid.2020.03.020

62. Mizumoto K, Kagaya K, Zarebski A, Chowell G. Estimating the asymptomatic
proportion of coronavirus disease 2019 (COVID-19) cases on board the Diamond
Princess cruise ship, Yokohama, Japan, Euro Surveill. 2020. https://doi.org/10.2807/1560-
7917.ES.2020.25.10.2000180

63. Sun H, Qiu Y, Yan H, Huang Y, Zhu Y, Gu J, and Chen S. Tracking Reproductivity
of COVID-19 Epidemic in China with Varying Coe�cient SIR Model, Journal of Dara
Science 2021. doi:10.6339/JDS.20200718(3).0010

64. Zhou C, Evaluating new evidence in the early dynamics of the novel coronavirus COVID-
19 outbreak in Wuhan, China with real time domestic tra�c and potential asymptomatic
transmissions, medRxiv 2020. doi: https://doi.org/10.1101/2020.02.15.20023440

65. China CDC, The Epidemiological Characteristics of an Outbreak of 2019 Novel Coron-
avirus Diseases (COVID-19) �China, 2020, T.N.C.P.E.R.E. Team, Editor. 2020: China
CDC Weekly.

66. Confinamiento por la pandemia de COVID-19 en Chile. [2/11/2021]; Available from:
https://es.wikipedia.org/wiki/Confinamiento por la pandemia de COVID19 en Chile

67. McKinley T, Cook AR, Deardon R. Inference in epidemic models without likelihoods. Int
J Biostat. 2009;5(1):24. https://doi.org/10.2202/1557-4679.1171

68. Zhao Z, Li X, Liu F, Zhu G, Ma C, Wang L. Prediction of the COVID-19 spread in
African countries and implications for prevention and control: A case study in South
Africa, Egypt, Algeria, Nigeria, Senegal and Kenya. Science Total Env. 2020;729:138959.
https://doi.org/10.1016/j.scitotenv.2020.138959

69. Zhan C, Zheng Y, Lai Z, Hao T, Li B. Identifying epidemic spreading dynamics of COVID-
19 by pseudocoevolutionary simulated annealing optimizers. Neural Comput & Applic
2020; https://doi.org/10.1007/s00521-020-05285-9

70. Chowell G. Fitting dynamic models to epidemic outbreaks with quantified uncertainty:
A primer for parameter uncertainty, identifiability, and forecast. Infect Disease Model.
2017;2:379–398.



Sensitivity and identifiability analysis for a model of COVID-19 in Chile 41

71. Roosa K, Chowell G. Assessing parameter identifiability in compartmental dynamic models
using a computational approach: application to infectious disease transmission models.
Theor Biol Med Model. 2019;16:1.

72. Chitnis N, Hyman JM, Cushing JM. Determining omportant parameters in the spread
of malaria through the sensitivity analysis of a mathematical model. Bull Math Biol.
2008;70:1272–96. DOI 10.1007/s11538-008-9299-0



Centro de Investigación en Ingenieŕıa Matemática (CI
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