## UNIVERSIDAD DE CONCEPCIÓN



Centro de Investigación en Ingeniería Matemática ( $\mathrm{CI}^{2} \mathrm{MA}$ )



Error analysis of a conforming and locking-free four-field formulation in poroelasticity

Ricardo Oyarzúa, Sander Rhebergen, Manuel Solano, Paulo Zuñiga

PREPRINT 2019-31

## SERIE DE PRE-PUBLICACIONES

# Error analysis of a conforming and locking-free four-field formulation in poroelasticity 

Ricardo Oyarzúa ${ }^{\text {a,b }}$, Sander Rhebergen ${ }^{\text {d,1 }}$, Manuel Solano ${ }^{\text {b,c }}$, Paulo Zúñiga ${ }^{\text {b,c,* }}$<br>${ }^{a}$ GIMNAP-Departamento de Matemática, Facultad de Ciencias, Universidad del Bío-Bío, Casilla 5-C, Concepción, Chile<br>${ }^{b}$ Centro de Investigación en Ingeniería Matemática, $C I^{2} M A$, Universidad de Concepción, Casilla 160-C, Concepción, Chile<br>${ }^{c}$ Departamento de Ingeniería Matemática, Facultad de Ciencias Físicas y Matemáticas, Universidad de Concepción, Casilla 160-C, Concepción, Chile<br>${ }^{d}$ Departament of Applied Mathematics, University of Waterloo, Canada


#### Abstract

We present an a priori and a posteriori error analysis of a conforming finite element method for a four-field formulation of Biot's consolidation model. For the a priori error analysis we provide suitable hypotheses on the corresponding finite dimensional subspaces ensuring that the associated Galerkin scheme is well-posed. We show that a suitable choice of subspaces is given by the Raviart-Thomas elements of order $k \geq 0$ for the fluid flux, discontinuous polynomials of degree $k$ for the fluid pressure, and any stable pair of Stokes elements for the solid displacements and total pressure. Next, we develop a reliable and efficient residual-based a posteriori error estimator. Both the reliability and efficiency estimates are shown to be independent of the modulus of dilatation. Numerical examples in 2D and 3D verify our analysis and illustrate the performance of the proposed a posteriori error indicator.


Keywords: Biot model, mixed finite element methods, locking free approximations, a posteriori error analysis 2010 MSC: 65N30, 76S05, 74F10, 65N15

## 1. Introduction

Linear poroelasticity refers to fluid-structure interaction of an elastic solid infiltrated by an interconnected network of fluid-saturated pores. The modeling equations can be traced back to the pioneering theory of soil consolidation by Terzaghi [1] and Biot [2, 3], in which Darcy's law for the motion of a fluid is coupled to Hooke's theory of linear elasticity for the solid deformation. Advances in the understanding of the mechanical and physical aspects of Biot's consolidation model are of key importance in many applications. For instance, it has been used to predict the mechanics of groundwater withdrawals [4], earthquake fault zones [5], $\mathrm{CO}_{2}$ sequestration [6] and biological systems (brain [7, 8], bones [9], arteries [10], intestines [11], etc.).

There is an extensive literature on theoretical results for this problem. A well-accepted mathematical analysis of existence, uniqueness, and regularity of the solution for the displacement-pressure formulation of Biot's model was carried out by Showalter [12, 13]. Moreover, many different numerical schemes have been proposed for this formulation with varying success, e.g., [14, 15, 16, $17,18,19,20,5,21,22,23]$ and references therein. The main difficulties encountered when developing numerical methods for this model are volumetric locking and spurious, nonphysical pressure oscillations. While volumetric locking is similar to the locking phenomenon in linear elasticity (see, e.g. [24]), spurious pressure oscillations occurs when the displacement of the porous skeleton is driven to a divergence-free state, the permeability of the porous solid is low and the so-called "constrained specific storage constant" is close to zero (see, e.g. [25]).

[^0]Recently, Oyarzúa et al. [26] (see also [27]) proposed and analyzed a three-field formulation for Biot's model using classical finite element methods that is locking-free and free of spurious pressure oscillations. More precisely, in addition to the displacement and the pore pressure of the fluid, they introduced a "total pressure", showing existence, uniqueness, and stability of the discrete solution with constants independent of the modulus of dilatation, even in the incompressible limit. To achieve a numerical scheme that is also mass conserving, they later extended this formulation to a four-field formulation by introducing also the "fluid flux" as an unknown [28]. They propose to approximate the solid displacement in this model by a finite volume method (FVM) while remaining unknowns are approximated by a mixed finite element method (MFE).

In this paper, we consider a conforming finite element discretization of the four-field formulation of Biot's consolidation model [28]. Assuming standard hypotheses on the discrete spaces, we first show well-posedness and optimal a priori error estimates of the Galerkin scheme. In particular, we show that any pair of stable Stokes element, such as the Hood-Taylor elements, for solid displacements and total pressure, combined with Raviart-Thomas elements of degree $k \geq 0$ for the fluid flux, and discontinuous polynomials of degree $k$ for the pore pressure, are suitable finite element subspaces for this problem. We furthermore show that the scheme is locking-free.

The main contribution of this paper, however, is a reliable and efficient residual-based a posteriori error estimator for the four-field formulation of Biot's consolidation model. In this direction, an a posteriori error analysis for a conforming finite element method (with Backward Euler time stepping) of the displacement-pressure formulation for poroelasticity was presented by Ern and Meunier [29]. They proved reliability and efficiency estimates related to energy norms through direct arguments (dual problems, local properties of Clément-type interpolation operators, and localization techniques), and showed an overall convergence of $O(h)$. To show higher order accuracy, an elliptic reconstruction approach was applied but without efficiency of the estimator. Later, a reliable a posteriori error estimator based on stress and flux reconstructions was proposed by Riedlbeck et al. [30], while a reliable space-time a posteriori error estimator for a four-field system, in terms of the total stress tensor, displacement, fluid flux, and pressure, was derived in [31]. To the best of our knowledge, however, no efficiency estimates for poroelasticity have been proven for higher order accurate approximations.

In this paper, we will prove efficiency estimates for higher order accurate approximations of the four-field formulation of Biot's consolidation model by using a localization technique by bubble functions and inverse inequalities. Such an approach was previously used, for example, in the a posteriori analysis of the Stokes-Darcy problem in [32], and of the elasticity problem in [33] and [34]. By inf-sup conditions on the involved finite element spaces, Helmholtz decompositions, and standard local approximation properties of Clément and Raviart-Thomas interpolation operators, we furthermore prove a reliability estimate and propose an adaptive algorithm for our problem.

The rest of this paper is structured as follows. The governing equations, corresponding weak formulation and well-posedness of the problem are discussed in Section 2 In Section 3 we introduce the Galerkin scheme and derive the stability result and corresponding Céa's estimate. We derive a reliable and efficient residual-based a posteriori error estimator in Section 4 and present numerical results in Section 5 Conclusions are drawn in Section 6

## 2. A four-field formulation of Biot's equations

### 2.1. Notation

Let $\Omega \subseteq \mathbb{R}^{d}, d \in\{2,3\}$, denote a bounded and simply connected domain with Lipschitz boundary $\Gamma=\bar{\Gamma}_{u} \cup \bar{\Gamma}_{p}$ such that $\left|\Gamma_{u}\right|>0$ and $\Gamma_{u} \cap \Gamma_{p} \neq \varnothing$. In what follows we use standard notation for Sobolev spaces and norms, and denote spaces of vector-valued functions in boldface. For example, if $r \in \mathbb{R}$, we denote $\mathbf{H}^{r}(\Omega):=\left[H^{r}(\Omega)\right]^{d}$ and $\mathbf{H}^{r}(\Gamma):=\left[\mathrm{H}^{r}(\Gamma)\right]^{d}$, with the convention that $\mathbf{H}^{0}(\Omega)=\mathbf{L}^{2}(\Omega)$ and $\mathbf{H}^{0}(\Gamma)=\mathbf{L}^{2}(\Gamma)$. For vector-valued functions we also require the Hilbert space

$$
\mathbf{H}(\operatorname{div} ; \Omega):=\left\{\boldsymbol{\tau} \in \mathbf{L}^{2}(\Omega): \operatorname{div} \boldsymbol{\tau} \in \mathrm{L}^{2}(\Omega)\right\},
$$

equipped with the norm

$$
\|\cdot\|_{\operatorname{div}, \Omega}:=\left\{\|\cdot\|_{0, \Omega}^{2}+\|\operatorname{div}(\cdot)\|_{0, \Omega}^{2}\right\}^{1 / 2}
$$

Furthermore, we denote by $\mathrm{H}_{00}^{-1 / 2}\left(\Gamma_{p}\right)$ the dual space of $\mathrm{H}_{00}^{1 / 2}\left(\Gamma_{p}\right):=\left\{\left.q\right|_{\Gamma_{p}}: q \in \mathrm{H}_{\Gamma_{u}}^{1}(\Omega)\right\}$, with

$$
\begin{equation*}
\mathrm{H}_{\Gamma_{u}}^{1}(\Omega):=\left\{v \in \mathrm{H}^{1}(\Omega):\left.v\right|_{\Gamma_{u}}=0\right\} . \tag{2.1}
\end{equation*}
$$

The space $\mathrm{H}_{00}^{1 / 2}\left(\Gamma_{p}\right)$ is endowed with the norm

$$
\|q\|_{1 / 2,00, \Gamma_{p}}:=\inf \left\{\|v\|_{1, \Omega}: q \in \mathrm{H}_{\Gamma_{u}}^{1}(\Omega) \quad \text { and }\left.\quad v\right|_{\Gamma_{p}}=q\right\} .
$$

Finally, by $\mathbf{0}$ we will refer to the generic null vector (including the null functional and operator), and we will denote by $C$, with or without subscripts, bar, tildes, or hats, generic constants independent of the discretization parameters.

### 2.2. Governing equations

The interaction between fluid motion and linear mechanical response of a porous medium occupying $\Omega$ can be described by Biot's equations, formulated here by following [28]. More precisely, given a body force $f: \Omega \rightarrow \mathbb{R}^{d}$, a volumetric fluid source $\ell: \Omega \rightarrow \mathbb{R}$, an imposed pressure flux $p_{\Gamma}: \Gamma_{p} \rightarrow \mathbb{R}$, and a load vector $\boldsymbol{m}_{\Gamma}: \Gamma_{p} \rightarrow \mathbb{R}^{d}$, the problem reads: Find the displacements of the porous skeleton $\boldsymbol{u}: \Omega \rightarrow \mathbb{R}^{d}$, the total pore pressure of the fluid $p: \Omega \rightarrow \mathbb{R}$, the fluid flux $\sigma: \Omega \rightarrow \mathbb{R}^{d}$, and the total fluid-structure pressure (or total volumetric stress) $\phi: \Omega \rightarrow \mathbb{R}$, satisfying

$$
\begin{align*}
-\operatorname{div}(2 \mu \boldsymbol{\varepsilon}(\boldsymbol{u})-\phi \boldsymbol{I}) & =\boldsymbol{f} & & \text { in } \Omega,  \tag{2.2a}\\
\phi & =\alpha p-\lambda \operatorname{div} \boldsymbol{u} & & \text { in } \Omega,  \tag{2.2b}\\
\boldsymbol{\sigma} & =-\frac{k}{\eta}(\nabla p-\rho \boldsymbol{g}) & & \text { in } \Omega,  \tag{2.2c}\\
\left(c_{0}+\frac{\alpha^{2}}{\lambda}\right) p-\frac{\alpha}{\lambda} \phi+\operatorname{div} \boldsymbol{\sigma} & =\ell & & \text { in } \Omega,  \tag{2.2d}\\
p=p_{\Gamma}, \quad(2 \mu \boldsymbol{\varepsilon}(\boldsymbol{u})-\phi \boldsymbol{I}) \boldsymbol{n} & =\boldsymbol{m}_{\Gamma} & & \text { on } \Gamma_{p},  \tag{2.2e}\\
\boldsymbol{u}=\mathbf{0}, \quad \boldsymbol{\sigma} \cdot \boldsymbol{n} & =0 & & \text { on } \Gamma_{\boldsymbol{u}}, \tag{2.2f}
\end{align*}
$$

where $\boldsymbol{n}$ denotes the outward unit normal vector on $\Gamma, \boldsymbol{\varepsilon}(\boldsymbol{u}):=\frac{1}{2}\left(\nabla \boldsymbol{u}+(\nabla \boldsymbol{u})^{T}\right)$ is the total strain rate tensor, $\boldsymbol{I}$ is the identity tensor in $\mathbb{R}^{d \times d}$, and div stands for the divergence operator div acting along the rows of a given tensor. Furthermore, $\boldsymbol{g}$ is the gravity acceleration (constant and aligned with the vertical direction), $\alpha>0$ is the so-called Biot-Willis parameter (which is close to 1 ), $c_{0}>0$ is the constrained specific storage coefficient, $\eta, \rho>0$ are the viscosity and density of the pore fluid, $\lambda, \mu$ are the Lamé parameters of the solid (dilation and shear moduli of the solid), and $\kappa$ is the permeability of the porous solid, here assumed to be uniformly bounded: $0<\kappa_{1} \leq \kappa(\boldsymbol{x}) \leq \kappa_{2}$ for all $\boldsymbol{x} \in \Omega$.

We finally recall that, under the assumption of small solid deformations, 2.2a) corresponds to the conservation of momentum of the fluid-structure mixture. Moreover, 2.2 b and 2.2 c are introduced as new unknowns in the system, whereas 2.2 d arises from the time discretization of the fluid mass conservation equation in the transient Biot's model.

### 2.3. Weak formulation

The weak formulation of the coupled problem (2.2) is given by [28, Section 2]: Find $(\boldsymbol{u}, \phi, \boldsymbol{\sigma}, p) \in \mathbf{H} \times \mathrm{Q} \times \mathbf{Z} \times \mathrm{Q}$ such that

$$
\begin{array}{rlrl}
a_{s}(\boldsymbol{u}, \boldsymbol{v})+b_{s}(\boldsymbol{v}, \phi) & & =F(\boldsymbol{v}) & \\
b_{s}(\boldsymbol{u}, \psi)-c_{s}(\phi, \psi) \in \mathbf{H}, \\
a_{f}(\boldsymbol{\sigma}, \boldsymbol{\tau})+b_{f}(\boldsymbol{\tau}, p) & =G(\boldsymbol{\tau}) & & \forall \boldsymbol{\tau} \in \mathbf{Z}, \\
b_{s f}(\phi, q)+b_{f}(\boldsymbol{\sigma}, q)-c_{f}(p, q) & =H(q) & & \forall q \in \mathrm{Q}, \tag{2.3d}
\end{array}
$$

where, by the boundary conditions 2.2 f , the functional spaces are defined as

$$
\mathbf{H}:=\mathbf{H}_{\Gamma_{u}}^{1}(\Omega), \quad \mathrm{Q}:=\mathrm{L}^{2}(\Omega), \quad \text { and } \quad \mathbf{Z}:=\left\{\boldsymbol{\tau} \in \mathbf{H}(\operatorname{div} ; \Omega): \boldsymbol{\tau} \cdot \boldsymbol{n}=0 \quad \text { on } \quad \Gamma_{u}\right\},
$$

and the corresponding forms are defined as

$$
\begin{align*}
a_{s}(\boldsymbol{u}, \boldsymbol{v}) & :=2 \mu \int_{\Omega} \boldsymbol{\varepsilon}(\boldsymbol{u}): \boldsymbol{\varepsilon}(\boldsymbol{v}), \quad b_{s}(\boldsymbol{v}, \psi):=-\int_{\Omega} \psi \operatorname{div} \boldsymbol{v}, \quad c_{s}(\phi, \psi):=\frac{1}{\lambda} \int_{\Omega} \phi \psi, \\
b_{s f}(\psi, q) & :=\frac{\alpha}{\lambda} \int_{\Omega} \psi q, \quad a_{f}(\boldsymbol{\sigma}, \boldsymbol{\tau}):=\int_{\Omega} \frac{\eta}{\kappa} \boldsymbol{\sigma} \cdot \boldsymbol{\tau}, \quad b_{f}(\boldsymbol{\tau}, q):=-\int_{\Omega} q \operatorname{div} \boldsymbol{\tau}, \quad c_{f}(p, q):=\left(c_{0}+\frac{\alpha^{2}}{\lambda}\right) \int_{\Omega} p q,  \tag{2.4}\\
F(\boldsymbol{v}) & :=\int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{v}+\left\langle\boldsymbol{m}_{\Gamma}, \boldsymbol{v}\right\rangle_{\Gamma_{p}}, \quad G(\boldsymbol{\tau}):=\int_{\Omega} \rho \boldsymbol{g} \cdot \boldsymbol{\tau}-\left\langle\boldsymbol{\tau} \cdot \boldsymbol{n}, p_{\Gamma}\right\rangle_{\Gamma_{p}}, \quad H(q):=-\int_{\Omega} \ell q .
\end{align*}
$$

The subscripts " $s$ " or " $f$ " are introduced to emphasize that a bilinear form is only related to structure or fluid variables, respectively.

Let us discuss the stability properties of the forms involved in (2.3). Firstly, it is easy to check that

$$
\begin{align*}
\left|a_{s}(\boldsymbol{u}, \boldsymbol{v})\right| \leq 2 \mu C_{k, 2}\|\boldsymbol{u}\|_{1, \Omega}\|\boldsymbol{v}\|_{1, \Omega}, & & \left|a_{f}(\boldsymbol{\sigma}, \boldsymbol{\tau})\right| \leq \eta \kappa_{1}^{-1}\|\boldsymbol{\sigma}\|_{\mathrm{div}, \Omega}\|\boldsymbol{\tau}\|_{\mathrm{div}, \Omega}, \\
\left|b_{s}(\boldsymbol{v}, \psi)\right| \leq \sqrt{d}\|\boldsymbol{v}\|_{1, \Omega}\|\psi\|_{0, \Omega}, & & \left|b_{f}(\boldsymbol{\tau}, q)\right| \leq\|\boldsymbol{\tau}\|_{\mathrm{div}, \Omega}\|q\|_{0, \Omega} \\
\left|b_{s f}(\psi, q)\right| \leq \alpha \lambda^{-1}\|\psi\|_{0, \Omega}\|q\|_{0, \Omega}, & & \left|c_{s}(\phi, \psi)\right| \leq \lambda^{-1}\|\phi\|_{0, \Omega}\|\psi\|_{0, \Omega}
\end{align*}
$$

for all $\boldsymbol{u}, \boldsymbol{v} \in \mathbf{H}, p, q, \phi, \psi \in \mathrm{Q}$, and $\boldsymbol{\sigma}, \boldsymbol{\tau} \in \mathbf{Z}$. Above, $C_{k, 2}$ is one of the positive constants satisfying

$$
\begin{equation*}
C_{k, 1}\|\boldsymbol{v}\|_{1, \Omega}^{2} \leq\|\boldsymbol{\varepsilon}(\boldsymbol{u})\|_{0, \Omega}^{2} \leq C_{k, 2}\|\boldsymbol{v}\|_{1, \Omega}^{2} \quad \forall \boldsymbol{v} \in \mathbf{H} . \tag{2.6}
\end{equation*}
$$

Also, the functionals $F, G$, and $H$ can be bounded as follows:

$$
\begin{array}{ll}
|F(\boldsymbol{v})| \leq\left(\|\boldsymbol{f}\|_{0, \Omega}+\left\|\boldsymbol{m}_{\Gamma}\right\|_{-1 / 2,00, \Gamma_{p}}\right)\|\boldsymbol{v}\|_{1, \Omega} & \forall \boldsymbol{v} \in \mathbf{H}, \\
|G(\boldsymbol{\tau})| \leq\left(\rho\|\boldsymbol{g}\|_{0, \Omega}+\left\|p_{\Gamma}\right\|_{1 / 2,00, \Gamma_{p}}\right)\|\boldsymbol{\tau}\|_{\mathrm{div}, \Omega} & \forall \boldsymbol{\tau} \in \mathbf{Z}, \\
|H(q)| \leq\|\ell\|_{0, \Omega}\|q\|_{0, \Omega} & \forall q \in \mathrm{Q} .
\end{array}
$$

On the other hand, the positivity of the bilinear forms $a_{s}$ and $a_{f}$ are immediate from the lower bound for $\kappa$ and the inequality 2.6. More precisely, we have

$$
\begin{equation*}
a_{s}(\boldsymbol{v}, \boldsymbol{v}) \geq 2 \mu C_{k, 1}\|\boldsymbol{v}\|_{1, \Omega}^{2} \quad \forall \boldsymbol{v} \in \mathbf{H}, \quad \text { and } \quad a_{f}(\boldsymbol{\tau}, \boldsymbol{\tau}) \geq \eta \kappa_{2}^{-1}\|\boldsymbol{\tau}\|_{\mathrm{div}, \Omega}^{2} \quad \forall \boldsymbol{\tau} \in \mathbf{K}_{f} \tag{2.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{K}_{f}:=\left\{\boldsymbol{\tau} \in \mathbf{Z}: b_{f}(\boldsymbol{\tau}, q)=0 \forall q \in \mathrm{Q}\right\}=\{\boldsymbol{\tau} \in \mathbf{Z}: \operatorname{div} \boldsymbol{\tau}=0 \text { in } \Omega\} . \tag{2.8}
\end{equation*}
$$

Finally, the following inf-sup conditions are well-known to hold (see, e.g. [35]):

$$
\sup _{\substack{\boldsymbol{v}_{h} \in \mathbf{H} \\ \boldsymbol{v}_{h} \neq \boldsymbol{0}}} \frac{b_{s}(\boldsymbol{v}, \psi)}{\|\boldsymbol{v}\|_{1, \Omega}} \geq \beta_{s}\|\psi\|_{0, \Omega} \quad \forall \psi \in \mathrm{Q}, \quad \text { and } \quad \sup _{\substack{\tau \in \mathbb{Z} \\ \tau_{h} \neq \boldsymbol{0}}} \frac{b_{f}(\boldsymbol{\tau}, q)}{\|\boldsymbol{\tau}\|_{\mathrm{div}, \Omega}} \geq \beta_{f}\|q\|_{0, \Omega} \quad \forall q \in \mathrm{Q},
$$

where $\beta_{s}, \beta_{f}>0$ depend on $|\Omega|$.
Let us now briefly comment on the well-posedness of the problem 2.3). To this end, we follow the approach of [28, Section 2]. We start by recalling the following continuous dependence result for 2.3) with arbitrary functionals. This will also be useful later on when deriving our a priori and a posteriori error bounds (cf. Sections 3 and 4 , respectively). To alleviate the notation, in the sequel we use the norm

$$
\begin{equation*}
\|(\boldsymbol{v}, \psi, \boldsymbol{\tau}, q)\|:=\|\boldsymbol{v}\|_{1, \Omega}+\|\psi\|_{0, \Omega}+\|\boldsymbol{\tau}\|_{\mathrm{div}, \Omega}+\|q\|_{0, \Omega} \tag{2.9}
\end{equation*}
$$

for all $\boldsymbol{v} \in \mathbf{H}, \psi \in \mathrm{Q}, \boldsymbol{\tau} \in \mathbf{Z}, p \in \mathrm{Q}$.

Lemma 2.1. Given $F_{1} \in \mathbf{H}^{\prime}, G_{1} \in \mathrm{Q}^{\prime}, F_{2} \in \mathbf{Z}^{\prime}$ and $G_{2} \in \mathrm{Q}^{\prime}$, let $(\boldsymbol{u}, \phi, \sigma, p) \in \mathbf{H} \times \mathrm{Q} \times \mathbf{Z} \times \mathrm{Q}$ be such that

$$
\begin{array}{rlrl}
a_{s}(\boldsymbol{u}, \boldsymbol{v})+b_{s}(\boldsymbol{v}, \phi) & & =F_{1}(\boldsymbol{v}) & \\
b_{s}(\boldsymbol{u}, \psi)-c_{s}(\phi, \psi) \in \mathbf{H}, \\
a_{f}(\boldsymbol{\sigma}, \boldsymbol{\tau})+b_{f}(\boldsymbol{\tau}, p) & =F_{2}(\boldsymbol{\tau}) & & \forall \boldsymbol{\tau} \in \mathbf{Z}, \\
b_{s f}(\phi, q)+b_{f}(\boldsymbol{\sigma}, q)-c_{f}(p, q) & =G_{2}(q) & \forall q \in \mathrm{Q}, \tag{2.10d}
\end{array}
$$

where the bilinear forms $a_{s}, b_{s}, c_{s}, a_{f}, b_{f}, c_{s}$ and $b_{s f}$ are given by 2.4. There exists a constant $C>0$, independent of $\lambda$, such that

$$
\begin{equation*}
\|(\boldsymbol{u}, \phi, \boldsymbol{\sigma}, p)\| \leq C\left(\left\|F_{1}\right\|_{\mathbf{H}^{\prime}}+\left\|G_{1}\right\|_{\mathbf{Q}^{\prime}}+\left\|F_{2}\right\|_{\mathbf{Z}^{\prime}}+\left\|G_{2}\right\|_{\mathbf{Q}^{\prime}}\right), \tag{2.11}
\end{equation*}
$$

Now, let $\mathcal{M}: \mathbf{H} \times \mathrm{Q} \times \mathbf{Z} \times \mathrm{Q} \rightarrow \mathbf{H} \times \mathrm{Q} \times \mathbf{Z} \times \mathrm{Q}$ be the mapping induced by the left-hand side of (2.10). Then, if ( $\boldsymbol{u}, \phi, \boldsymbol{\sigma}, p$ ) satisfies (2.10), it follows that $\mathcal{M}(\boldsymbol{u}, \phi, \boldsymbol{\sigma}, p)=\left(\mathcal{R}_{\mathbf{H}}\left(F_{1}\right), \mathcal{R}_{\mathrm{Q}}\left(G_{1}\right), \mathcal{R}_{\mathbf{Z}}\left(F_{2}\right), \mathcal{R}_{\mathrm{Q}}\left(G_{2}\right)\right)$, where $\mathcal{R}_{\mathbf{H}}: \mathbf{H}^{\prime} \rightarrow \mathbf{H}$, $\mathcal{R}_{\mathrm{Q}}: \mathrm{Q}^{\prime} \rightarrow \mathrm{Q}$ and $\mathcal{R}_{\mathbf{Z}}: \mathbf{Z}^{\prime} \rightarrow \mathbf{Z}$ are the corresponding Riesz operators. Moreover, from (2.11) we have

$$
\|(\boldsymbol{u}, \phi, \boldsymbol{\sigma}, p)\| \leq C\|\mathcal{M}(\boldsymbol{u}, \phi, \boldsymbol{\sigma}, p)\|,
$$

which implies that $\mathcal{M}$ has closed range and its kernel is the null vector, or equivalently, $\mathcal{M}^{*}$ is surjective (see, e.g. [36, Theorem 2.20]). Since $\mathcal{M}$ is self-adjoint, it becomes clear that the unique solvability of (2.3) follows from the estimate (2.11) by setting $F_{1}=F, G_{1}=0, F_{2}=G$ and $G_{2}=H$, that is, the following result holds.

Theorem 2.2. There exists a unique $(\boldsymbol{u}, \phi, \sigma, p) \in \mathbf{H} \times \mathrm{Q} \times \mathbf{Z} \times \mathrm{Q}$ satisfying 2.3. Moreover, there exists $C_{\text {stab }}>0$, independent of $\lambda$, such that

$$
\|(\boldsymbol{u}, \phi, \boldsymbol{\sigma}, p)\| \leq C_{\text {stab }}\left(\|\boldsymbol{f}\|_{0, \Omega}+\|\boldsymbol{g}\|_{0, \Omega}+\|\ell\|_{0, \Omega}+\left\|\boldsymbol{m}_{\Gamma}\right\|_{-1 / 2,00, \Gamma_{p}}+\left\|p_{\Gamma}\right\|_{1 / 2,00, \Gamma_{p}}\right) .
$$

We close this section by observing that the solution of (2.3) solves the original problem (2.2) in the sense of the following lemma.

Lemma 2.3. Let $(\boldsymbol{u}, \phi, \boldsymbol{\sigma}, p) \in \mathbf{H} \times \mathrm{Q} \times \mathbf{Z} \times \mathrm{Q}$ be the unique solution of (2.3). It satisfies in a distributional sense, $-\operatorname{div}(2 \mu \boldsymbol{\varepsilon}(\boldsymbol{u})-\phi \boldsymbol{I})=\boldsymbol{f}$ in $\Omega, \frac{1}{\lambda}(\alpha p-\phi)-\operatorname{div} \boldsymbol{u}=0$ in $\Omega, \frac{\eta}{\kappa} \boldsymbol{\sigma}+\nabla p-\rho \boldsymbol{g}=\mathbf{0}$ in $\Omega,\left(c_{0}+\frac{\alpha^{2}}{\lambda}\right) p-\frac{\alpha}{\lambda} \phi+\operatorname{div} \boldsymbol{\sigma}-\ell=0$ in $\Omega$. Additionally, u, $\phi, \boldsymbol{\sigma}$ and $p$ satisfy the boundary conditions described in 2.2e-(2.2f).

Proof. The result follows by applying integration by parts in 2.3 and using suitable test functions. We omit the mathematical details.

## 3. The Galerkin method

In this section we introduce the Galerkin approximation of the problem 2.3, analyze its well-posedness and establish the associated Céa's estimate. For this, we consider arbitrary finite dimensional subspaces, denoted by

$$
\begin{equation*}
\mathbf{H}_{h} \subseteq \mathbf{H}, \quad \mathrm{Q}_{h}, \mathrm{~W}_{h} \subseteq \mathrm{Q}, \quad \text { and } \quad \mathbf{Z}_{h} \subseteq \mathbf{Z} \tag{3.1}
\end{equation*}
$$

Hereafter, the index $h>0$, refers to the meshsize of a shape-regular triangulation $\mathcal{T}_{h}$ of $\bar{\Omega}$ made of triangles $T$ (when $d=2$ ) or tetrahedra (when $d=3$ ) of diameter $h_{T}$, i.e., $h:=\max \left\{h_{T}: T \in \mathcal{T}_{h}\right\}$.

In this way, the Galerkin scheme associated to 2.3) reads: Find $\left(\boldsymbol{u}_{h}, \phi_{h}, \sigma_{h}, p_{h}\right) \in \mathbf{H}_{h} \times \mathrm{Q}_{h} \times \mathbf{Z}_{h} \times \mathrm{W}_{h}$ such that

$$
\begin{align*}
a_{s}\left(\boldsymbol{u}_{h}, \boldsymbol{v}_{h}\right)+b_{s}\left(\boldsymbol{v}_{h}, \phi_{h}\right) & & =F\left(\boldsymbol{v}_{h}\right) & \forall \boldsymbol{v}_{h} \in \mathbf{H}_{h},  \tag{3.2a}\\
b_{s}\left(\boldsymbol{u}_{h}, \psi_{h}\right)-c_{s}\left(\phi_{h}, \psi_{h}\right) & & \forall b_{s f}\left(\psi_{h}, p_{h}\right) & =0 \tag{3.2b}
\end{align*}
$$

where the bilinear forms and the functionals are as in 2.4.

Next, we proceed as in [28] and make use of the discrete analogue of Lemma 2.1] to prove the well-posedness of the Galerkin scheme (3.2). Before doing so, in order to ensure the stability properties of the bilinear forms that are not inherited from the continuous case, we derive general hypotheses on the subspaces in 3.1).

Let us first look at the discrete kernel of the bilinear form $b_{f}$, which is given by

$$
\mathbf{K}_{f, h}:=\left\{\boldsymbol{\tau}_{h} \in \mathbf{Z}_{h}: b_{f}\left(\boldsymbol{\tau}_{h}, q_{h}\right)=0 \quad \forall q_{h} \in \mathrm{~W}_{h}\right\} .
$$

A more explicit definition of this space can be obtained if we assume that
(H0) $\operatorname{div} \mathbf{Z}_{h} \subseteq \mathrm{~W}_{h}$.
In fact, this implies that $\mathbf{K}_{f, h}=\left\{\boldsymbol{\tau}_{h} \in \mathbf{Z}_{h}: \operatorname{div} \boldsymbol{\tau}_{h}=0\right.$ in $\left.\Omega\right\}$. Moreover, since $\mathbf{K}_{f, h} \subseteq \mathbf{K}_{f}$ (cf. (2.8)), the ellipticity of bilinear form $a_{f}$ on $\mathbf{K}_{f, h}$ is deduced from (2.7), and with the same constant.

Let us also assume that the following discrete inf-sup conditions hold:
(H1) There exists $\widehat{\beta}_{f}>0$, independent of $h$, such that

$$
\sup _{\boldsymbol{\tau}_{h} \in \mathbf{Z}_{h}}^{\boldsymbol{\tau}_{h} \neq 0} \left\lvert\, \frac{b_{f}\left(\boldsymbol{\tau}_{h}, q_{h}\right)}{\left\|\boldsymbol{\tau}_{h}\right\|_{\mathrm{div}, \Omega}} \geq \widehat{\beta}_{f}\left\|q_{h}\right\|_{0, \Omega} \quad \forall q_{h} \in \mathrm{~W}_{h} .\right.
$$

(H2) There exists $\widehat{\beta}_{s}>0$, independent of $h$, such that

$$
\sup _{\substack{\boldsymbol{v}_{h} \in \mathbf{H}_{h} \\ \boldsymbol{v}_{h} \neq \boldsymbol{0}}} \frac{b_{s}\left(\boldsymbol{v}_{h}, \psi_{h}\right)}{\left\|\boldsymbol{v}_{h}\right\|_{1, \Omega}} \geq \widehat{\beta}_{s}\left\|\psi_{h}\right\|_{0, \Omega} \quad \forall \psi_{h} \in \mathrm{Q}_{h}
$$

In Section 3.1 we specify suitable choices of finite element subspaces satisfying the above hypotheses. We remark in advance that $\left(\mathbf{H}_{h}, \mathrm{Q}_{h}\right)$ can be taken as a pair of stable finite element subspaces for the Stokes problem, whereas $\mathbf{Z}_{h}$ and $\mathrm{W}_{h}$ are given by, but are not limited to, the Raviart-Thomas element and the space of discontinuous polynomials, respectively.

The following result is the discrete analogue of Lemma 2.1 and can be proven by a similar technique.
Lemma 3.1. Given $\widehat{F}_{1} \in \mathbf{H}_{h}^{\prime}, \widehat{G}_{1} \in \mathrm{Q}_{h}^{\prime}, \widehat{F}_{2} \in \mathbf{Z}_{h}^{\prime}$ and $\widehat{G}_{2} \in \mathrm{~W}_{h}^{\prime}$, let $\left(\boldsymbol{u}_{h}, \phi_{h}, \sigma_{h}, p_{h}\right) \in \mathbf{H}_{h} \times \mathrm{Q}_{h} \times \mathbf{Z}_{h} \times \mathrm{W}_{h}$ be such that

$$
\begin{array}{rlrl}
a_{s}\left(\boldsymbol{u}_{h}, \boldsymbol{v}_{h}\right)+b_{s}\left(\boldsymbol{v}_{h}, \phi_{h}\right) & =\widehat{F}_{1}\left(\boldsymbol{v}_{h}\right) & \forall \boldsymbol{v}_{h} \in \mathbf{H}_{h}, \\
b_{s}\left(\boldsymbol{u}_{h}, \psi_{h}\right)-c_{s}\left(\phi_{h}, \psi_{h}\right) & +b_{s f}\left(\psi_{h}, p_{h}\right) & =\widehat{G}_{1}\left(\psi_{h}\right) & \forall \psi_{h} \in \mathrm{Q}_{h}, \\
a_{f}\left(\boldsymbol{\sigma}_{h}, \boldsymbol{\tau}_{h}\right)+b_{f}\left(\boldsymbol{\tau}_{h}, p_{h}\right) & =\widehat{F}_{2}\left(\boldsymbol{\tau}_{h}\right) & \forall \boldsymbol{\tau}_{h} \in \mathbf{Z}_{h}, \\
b_{s f}\left(\phi_{h}, q_{h}\right)+b_{f}\left(\boldsymbol{\sigma}_{h}, q_{h}\right)-c_{f}\left(p_{h}, q_{h}\right) & =\widehat{G}_{2}\left(q_{h}\right) & \forall q_{h} \in \mathrm{~W}_{h}, \tag{3.3d}
\end{array}
$$

where the bilinear forms are defined as in (2.4), and suppose that hypotheses ( $\mathbf{H} \mathbf{0})-(\mathbf{H 2})$ hold. There exists a constant $C>0$, independent of $\lambda$ and $h$, such that

$$
\begin{equation*}
\left\|\left(\boldsymbol{u}_{h}, \phi_{h}, \boldsymbol{\sigma}_{h}, p_{h}\right)\right\| \leq C\left(\left\|\widehat{F}_{1}\right\|_{\mathbf{H}_{h}^{\prime}}+\left\|\widehat{G}_{1}\right\|_{\mathbf{Q}_{h}^{\prime}}+\left\|\widehat{F}_{2}\right\|_{\mathbf{Z}_{h}^{\prime}}+\left\|\widehat{G}_{2}\right\|_{\mathrm{W}_{h}^{\prime}}\right) . \tag{3.4}
\end{equation*}
$$

We are now in a position of stating the well-posedness of the Galerkin scheme 3.2) and the associated Céa's estimate.

Theorem 3.2. Suppose that (H0)-(H2) hold. Then, there exists a unique $\left(\boldsymbol{u}_{h}, \phi_{h}, \boldsymbol{\sigma}_{h}, p_{h}\right) \in \mathbf{H}_{h} \times \mathrm{Q}_{h} \times \mathbf{Z}_{h} \times \mathrm{W}_{h}$ satisfying (3.2). Moreover, there exists a constant $\widehat{C}_{\text {stab }}$, independent of $\lambda$ and $h$, such that

$$
\begin{equation*}
\left\|\left(\boldsymbol{u}_{h}, \phi_{h}, \boldsymbol{\sigma}_{h}, p_{h}\right)\right\| \leq \widehat{C}_{\text {stab }}\left(\|\boldsymbol{f}\|_{0, \Omega}+\|\boldsymbol{g}\|_{0, \Omega}+\|\ell\|_{0, \Omega}+\left\|\boldsymbol{m}_{\Gamma}\right\|_{-1 / 2,00, \Gamma_{p}}+\left\|p_{\Gamma}\right\|_{1 / 2,00, \Gamma_{p}}\right) . \tag{3.5}
\end{equation*}
$$

In addition, there exists $C_{\mathrm{cea}}>0$, also independent of $\lambda$ and $h$, such that

$$
\begin{align*}
& \left\|\left(\boldsymbol{u}-\boldsymbol{u}_{h}, \phi-\phi_{h}, \boldsymbol{\sigma}-\boldsymbol{\sigma}_{h}, p-p_{h}\right)\right\| \\
& \quad \leq C_{\text {cea }}\left(\inf _{\boldsymbol{v}_{h} \in \mathbf{H}_{h}}\left\|\boldsymbol{u}-\boldsymbol{v}_{h}\right\|_{1, \Omega}+\inf _{\psi_{h} \in \mathrm{Q}_{h}}\left\|\phi-\psi_{h}\right\|_{0, \Omega}+\inf _{\boldsymbol{\tau}_{h} \in \mathbf{Z}_{h}}\left\|\boldsymbol{\sigma}-\boldsymbol{\tau}_{h}\right\|_{\mathrm{div}, \Omega}+\inf _{q_{h} \in \mathrm{~W}_{h}}\left\|p-q_{h}\right\|_{0, \Omega}\right) . \tag{3.6}
\end{align*}
$$

Proof. We first observe that (3.5) is a particular case of estimate 3.4. Consequently, the unique solvability of problem (3.2) can be readily deduced. In fact, since in finite dimensional linear problems existence and uniqueness of the solution are equivalent, it suffices to note, thanks to (3.5), that the solution of the Galerkin scheme (3.2) with homogeneous data will be the trivial one.

It remains to prove (3.6), for which we proceed as in the proof of [28, Theorem 5.1]. Firstly, testing equations (2.3a)-(2.3d) with $(\boldsymbol{v}, \psi, \boldsymbol{\tau}, q)=\left(\boldsymbol{v}_{h}, \psi_{h}, \boldsymbol{\tau}_{h}, q_{h}\right) \in \mathbf{H}_{h} \times \mathrm{Q}_{h} \times \mathbf{Z}_{h} \times \mathrm{W}_{h}$ and subtracting the resulting system from (3.2), we get the Galerkin orthogonality equations

$$
\begin{array}{rlrl}
a_{s}\left(\boldsymbol{u}-\boldsymbol{u}_{h}, \boldsymbol{v}_{h}\right)+b_{s}\left(\boldsymbol{v}_{h}, \phi-\phi_{h}\right) & =0 & \forall \boldsymbol{v}_{h} \in \mathbf{H}_{h}, \\
b_{s}\left(\boldsymbol{u}-\boldsymbol{u}_{h}, \psi_{h}\right)-c_{s}\left(\phi-\phi_{h}, \psi_{h}\right) & +b_{s f}\left(\psi_{h}, p-p_{h}\right) & =0 & \forall \psi_{h} \in \mathrm{Q}_{h}, \\
a_{f}\left(\boldsymbol{\sigma}-\boldsymbol{\sigma}_{h}, \boldsymbol{\tau}_{h}\right)+b_{f}\left(\boldsymbol{\tau}_{h}, p-p_{h}\right) & =0 & \forall \boldsymbol{\tau}_{h} \in \mathbf{Z}_{h}, \\
b_{s f}\left(\phi-\phi_{h}, q_{h}\right)+b_{f}\left(\boldsymbol{\sigma}-\boldsymbol{\sigma}_{h}, q_{h}\right)-c_{f}\left(p-p_{h}, q_{h}\right) & =0 & \forall q_{h} \in \mathrm{~W}_{h} . \tag{3.7d}
\end{array}
$$

Next, given $\widehat{\boldsymbol{v}}_{h} \in \mathbf{H}_{h}, \widehat{\psi}_{h} \in \mathrm{Q}_{h}, \widehat{\boldsymbol{\tau}}_{h} \in \mathbf{Z}_{h}$ and $\widehat{q}_{h} \in \mathrm{~W}_{h}$, we let $\widehat{F}_{1} \in \mathbf{H}_{h}^{\prime}, \widehat{G}_{1} \in \mathrm{Q}_{h}^{\prime}, \widehat{F}_{2} \in \mathbf{Z}_{h}^{\prime}$ and $\widehat{G}_{2} \in \mathrm{~W}_{h}^{\prime}$ be the functionals defined as follows:

$$
\begin{array}{ll}
\widehat{F}_{1}\left(\boldsymbol{v}_{h}\right):=-a_{s}\left(\boldsymbol{u}-\widehat{\boldsymbol{v}}_{h}, \boldsymbol{v}_{h}\right)-b_{s}\left(\boldsymbol{v}_{h}, \phi-\widehat{\psi}_{h}\right), & \widehat{G}_{1}\left(\psi_{h}\right):=-b_{s}\left(\boldsymbol{u}-\widehat{\boldsymbol{v}}_{h}, \psi_{h}\right)+c_{s}\left(\phi-\widehat{\psi}_{h}, \psi_{h}\right)-b_{s f}\left(\psi_{h}, p-\widehat{q}_{h}\right), \\
\widehat{F}_{2}\left(\boldsymbol{\tau}_{h}\right):=-a_{f}\left(\boldsymbol{\sigma}-\widehat{\boldsymbol{\tau}}_{h}, \boldsymbol{\tau}_{h}\right)-b_{f}\left(\boldsymbol{\tau}_{h}, p-\widehat{q}_{h}\right), & \widehat{G}_{2}\left(q_{h}\right):=-b_{s f}\left(\phi-\widehat{\psi}_{h}, q\right)-b_{f}\left(\boldsymbol{\sigma}-\widehat{\boldsymbol{\tau}}_{h}, q\right)+c_{f}\left(p-\widehat{q}_{h}, q_{h}\right) .
\end{array}
$$

Then, adding and subtracting convenient terms to the individual errors in system 3.7, and using Lemma 3.1, it follows that

$$
\begin{equation*}
\left\|\left(\widehat{\boldsymbol{v}}_{h}-\boldsymbol{u}_{h}, \widehat{\psi}_{h}-\phi_{h}, \widehat{\boldsymbol{\tau}}_{h}-\boldsymbol{\sigma}_{h}, \widehat{q}_{h}-p_{h}\right)\right\| \leq C\left(\left\|\widehat{F}_{1}\right\|_{\mathbf{H}_{h}^{\prime}}+\left\|\widehat{G}_{1}\right\|_{\mathrm{Q}_{h}^{\prime}}+\left\|\widehat{F}_{2}\right\|_{\mathbf{Z}_{h}^{\prime}}+\left\|\widehat{\boldsymbol{G}}_{2}\right\|_{\mathrm{W}_{h}^{\prime}}\right) . \tag{3.8}
\end{equation*}
$$

Using the boundedness of the above bilinear forms (cf. (2.5), we have

$$
\begin{array}{ll}
\left\|\widehat{F}_{1}\right\|_{\mathbf{H}_{h}^{\prime}} \leq 2 \mu C_{k, 2}\left\|\boldsymbol{u}-\widehat{\boldsymbol{v}}_{h}\right\|_{1, \Omega}+\sqrt{d}\left\|\phi-\widehat{\psi}_{h}\right\|_{0, \Omega}, & \left\|\widehat{G}_{1}\right\|_{Q_{h}^{\prime}} \leq \sqrt{d}\left\|\boldsymbol{u}-\widehat{\boldsymbol{v}}_{h}\right\|_{1, \Omega}+\frac{1}{\lambda}\left\|\phi-\widehat{\psi}_{h}\right\|_{0, \Omega}+\frac{\alpha}{\lambda}\left\|p-\widehat{q}_{h}\right\|_{0, \Omega} \\
\left\|\widehat{F}_{2}\right\|_{\mathbf{z}_{h}^{\prime}} \leq \frac{\eta}{\kappa_{1}}\left\|\boldsymbol{\sigma}-\widehat{\boldsymbol{\tau}}_{h}\right\|_{\mathrm{div}, \Omega}+\left\|p-\widehat{q}_{h}\right\|_{0, \Omega}, & \left\|\widehat{G}_{2}\right\|_{\mathrm{W}_{h}^{\prime}} \leq \frac{\alpha}{\lambda}\left\|\phi-\widehat{\psi}_{h}\right\|_{0, \Omega}+\left\|\boldsymbol{\sigma}-\widehat{\boldsymbol{\tau}}_{h}\right\|_{\mathrm{div}, \Omega}+\left(c_{0}+\frac{\alpha^{2}}{\lambda}\right)\left\|p-\widehat{q}_{h}\right\|_{0, \Omega}
\end{array}
$$

Therefore, we obtain using the triangle inequality and estimate 3.8),

$$
\left\|\left(\boldsymbol{u}-\boldsymbol{u}_{h}, \phi-\phi_{h}, \boldsymbol{\sigma}-\boldsymbol{\sigma}_{h}, p-p_{h}\right)\right\| \leq(1+\widetilde{C})\left\|\left(\boldsymbol{u}-\widehat{\boldsymbol{v}}_{h}, \phi-\widehat{\psi}_{h}, \boldsymbol{\sigma}-\widehat{\boldsymbol{\tau}}_{h}, p-\widehat{q}_{h}\right)\right\|,
$$

where

$$
\widetilde{C}:=C \max \left\{2 \mu C_{k, 2}+\sqrt{d}, \frac{1}{\lambda}(1+\alpha)+\sqrt{d}, \frac{\eta}{\kappa_{1}}+1, \frac{\alpha}{\lambda}(\alpha+1)+c_{0}+1\right\}
$$

Above, $\widetilde{C}$ can be bounded by a constant independent of $\lambda$ because $\lambda^{-1}(1+\alpha)$ and $\alpha \lambda^{-1}(1+\alpha)$ are bounded. In particular, they are negligible when volumetric locking occurs (i.e., as $\lambda \rightarrow \infty$ ). The proof ends by observing that $\widehat{\boldsymbol{v}}_{h}, \bar{\psi}_{h}, \widehat{\boldsymbol{\tau}}_{h}$ and $\widehat{q}_{h}$ are arbitrary.

### 3.1. Specific finite element subspaces

The aim of this section is to take advantage of the flexibility of conforming methods to provide concrete finite element subspaces satisfying the crucial hypotheses (H0)-(H2). To that end, given an integer $l \geq 0$ and a subset $S$ of $\mathbb{R}^{d}$, we let $\mathrm{P}_{l}(S)$ (resp. $\widetilde{\mathrm{P}}_{l}(S)$ ) denote the space of polynomials of degree at most $l$ on $S$ (resp. of degree equal to $l$ on $S)$. We also set $\mathbf{P}_{l}(S):=\left[\mathrm{P}_{l}(S)\right]^{d}$.

Let $k \geq 0$ be an integer. The generalized Hood-Taylor element (see, e.g. [37, Section 8.8.2]) consists of the pair $\left(\mathbf{H}_{h}, \mathrm{Q}_{h}\right)$ specified by

$$
\begin{equation*}
\mathbf{H}_{h}:=\left\{\boldsymbol{v}_{h} \in[C(\bar{\Omega})]^{d}:\left.\boldsymbol{v}_{h}\right|_{T} \in \mathbf{P}_{k+2}(T) \forall T \in \mathcal{T}_{h}, \boldsymbol{v}_{h}=\mathbf{0} \quad \text { on } \quad \Gamma_{u}\right\} \tag{3.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{Q}_{h}:=\left\{\psi_{h} \in C(\bar{\Omega}):\left.\psi_{h}\right|_{T} \in \mathrm{P}_{k+1}(T) \forall T \in \mathcal{T}_{h}\right\} . \tag{3.10}
\end{equation*}
$$

This pair satisfies the inf-sup condition in hypothesis (H2). We refer the reader to [38] for the proof (see also [37, 39]). In addition, the following approximation properties are well-known to hold:
$\left(\mathbf{A P}_{h}^{\boldsymbol{u}}\right)$ There exists $C>0$, independent of $h$, such that for each $s \in(0, k+1]$ and each $\boldsymbol{u} \in \mathbf{H}^{s+2}(\Omega)$, there holds

$$
\inf _{\boldsymbol{v}_{h} \in \mathbf{H}_{h}}\left\|\boldsymbol{u}-\boldsymbol{v}_{h}\right\|_{1, \Omega} \leq C h^{s+1}\|\boldsymbol{u}\|_{s+2, \Omega}
$$

$\left(\mathbf{A P}_{h}^{\phi}\right)$ There exists $C>0$, independent of $h$, such that for each $s \in(0, k+1]$ and each $\phi \in \mathrm{H}^{s+1}(\Omega)$, there holds

$$
\inf _{\psi_{h} \in \mathrm{Q}_{h}}\left\|\phi-\psi_{h}\right\|_{0, \Omega} \leq C h^{s+1}\|\phi\|_{s+1, \Omega}
$$

Furthermore, the local Raviart-Thomas space of order $k$, for each $T \in \mathcal{T}_{h}$, is defined as

$$
\mathbf{R T}_{k}(T):=\mathbf{P}_{k}(T) \oplus \widetilde{\mathrm{P}}_{k}(T) \boldsymbol{x},
$$

where $\boldsymbol{x}$ is a generic vector in $\mathbb{R}^{d}$. To approximate the fluid flux $\sigma$ we consider the global Raviart-Thomas space of order $k$ which is given by

$$
\begin{equation*}
\mathbf{Z}_{h}:=\left\{\boldsymbol{\tau}_{h} \in \mathbf{H}(\operatorname{div} ; \Omega):\left.\boldsymbol{\tau}_{h}\right|_{T} \in \mathbf{R T}_{k}(T) \forall T \in \mathcal{T}_{h}, \quad \boldsymbol{\tau}_{h} \cdot \boldsymbol{n}=0 \quad \text { on } \quad \Gamma_{u}\right\} \tag{3.11}
\end{equation*}
$$

We consider discontinuous polynomials of order $k$ for the fluid pressure:

$$
\begin{equation*}
\mathrm{W}_{h}:=\left\{q_{h} \in \mathrm{~L}^{2}(\Omega):\left.q_{h}\right|_{T} \in \mathrm{P}_{k}(T) \forall T \in \mathcal{T}_{h}\right\} . \tag{3.12}
\end{equation*}
$$

It is well-known that the pair $\left(\mathbf{Z}_{h}, \mathrm{~W}_{h}\right)$ satisfies the hypotheses $(\mathbf{H 0})$ and $(\mathbf{H 1})$ (see, e.g. [40, 41]). This fact completes the requirements of Theorem 3.2 and therefore the well-posedness of 3.2 holds for the above subspaces.

Let us now recall the approximation properties of $\mathbf{Z}_{h}$ and $\mathrm{W}_{h}$.
$\left(\mathbf{A P}_{h}^{\boldsymbol{\sigma}}\right)$ There exists $C>0$, independent of $h$, such that for each $m \in(0, k+1]$ and each $\sigma \in \mathbf{H}^{m}(\Omega) \cap \mathbf{Z}$, with $\operatorname{div} \sigma \in \mathrm{H}^{m}(\Omega)$, there holds

$$
\inf _{\boldsymbol{\tau}_{h} \in \mathbf{Z}_{h}}\left\|\boldsymbol{\sigma}-\boldsymbol{\tau}_{h}\right\|_{\mathrm{div}, \Omega} \leq C h^{m}\left(\|\boldsymbol{\sigma}\|_{m, \Omega}+\|\operatorname{div} \boldsymbol{\sigma}\|_{m, \Omega}\right)
$$

$\left(\mathbf{A P}_{h}^{p}\right)$ There exists $C>0$, independent of $h$, such that for each $m \in(0, k+1]$ and each $p \in \mathrm{H}^{m}(\Omega)$, there holds

$$
\inf _{q_{h} \in \mathrm{~W}_{h}}\left\|p-q_{h}\right\|_{0, \Omega} \leq C h^{m}\|p\|_{m, \Omega} .
$$

From the above discussion, the following theorem provides the theoretical rate of convergence of the Galerkin scheme (3.2) under suitable regularity assumptions on the exact solution.
Theorem 3.3. Given $s, m \in(0, k+1]$, assume that $\boldsymbol{u} \in \mathbf{H}^{s+2}(\Omega), \phi \in \mathrm{H}^{s+1}(\Omega), \boldsymbol{\sigma} \in \mathbf{H}^{m}(\Omega) \cap \mathbf{Z}$ such that div $\boldsymbol{\sigma} \in \mathbf{H}^{m}(\Omega)$, and $p \in \mathrm{H}^{m}(\Omega)$. There exists $C_{\mathrm{rate}}>0$, independent of $\lambda$ and $h$, such that

$$
\left\|\left(\boldsymbol{u}-\boldsymbol{u}_{h}, \phi-\phi_{h}, \boldsymbol{\sigma}-\boldsymbol{\sigma}_{h}, p-p_{h}\right)\right\| \leq C_{\mathrm{rate}} h^{\min \{s+1, m\}}\left(\|\boldsymbol{u}\|_{s+2, \Omega}+\|\phi\|_{s+1, \Omega}+\|\boldsymbol{\sigma}\|_{m, \Omega}+\|\operatorname{div} \boldsymbol{\sigma}\|_{m, \Omega}+\|p\|_{m, \Omega}\right)
$$

Proof. The result is a straightforward application of Céa's estimate 3.6), and the approximation properties ( $\mathbf{A P}_{h}^{u}$ ), $\left(\mathbf{A P}_{h}^{\phi}\right),\left(\mathbf{A P}_{h}^{\sigma}\right)$ and $\left(\mathbf{A P}_{h}^{p}\right)$.
Remark 3.1. To approximate the solution of problem (2.3), one may consider other finite element subspaces available in the literature. For example, for each $T \in \mathcal{T}_{h}$, consider the Brezzi-Douglas-Marini space $\mathbf{B D M}_{k}(T):=\mathbf{P}_{k}(T)$ of order $k \geq 1$ (see, e.g. [40]), and the enriched space $\mathbf{P}_{1, b}(T):=\left[\mathrm{P}_{1}(T) \oplus \operatorname{span}\left\{b_{T}\right\}\right]^{d}$, where $b_{T}$ is the bubble function defined as $b_{T}:=\prod_{i=1}^{d+1} \lambda_{i}$ and $\left\{\lambda_{i}\right\}, 1 \leq i \leq d+1$, are the barycentric coordinates of $T$. The following finite element spaces,

$$
\begin{align*}
\mathbf{H}_{h} & :=\left\{\boldsymbol{v}_{h} \in[C(\bar{\Omega})]^{d}:\left.\boldsymbol{v}_{h}\right|_{T} \in \mathbf{P}_{1, b}(T) \forall T \in \mathcal{T}_{h}, \boldsymbol{v}_{h}=\mathbf{0} \quad \text { on } \quad \Gamma_{u}\right\}, \\
\mathrm{Q}_{h} & :=\left\{\psi_{h} \in C(\bar{\Omega}):\left.\psi_{h}\right|_{T} \in \mathrm{P}_{1}(T) \forall T \in \mathcal{T}_{h}\right\},  \tag{3.13}\\
\mathbf{Z}_{h} & :=\left\{\boldsymbol{\tau}_{h} \in \mathbf{H}(\operatorname{div} ; \Omega):\left.\boldsymbol{\tau}_{h}\right|_{T} \in \mathbf{B D M}_{k}(T) \forall T \in \mathcal{T}_{h}, \boldsymbol{\tau}_{h} \cdot \boldsymbol{n}=0 \quad \text { on } \quad \Gamma_{u}\right\}, \\
\mathrm{W}_{h} & :=\left\{q_{h} \in \mathrm{~L}^{2}(\Omega):\left.q_{h}\right|_{T} \in \mathrm{P}_{k-1}(T) \forall T \in \mathcal{T}_{h}\right\},
\end{align*}
$$

result also in a well-posed Galerkin scheme (3.2) with optimal error bounds. In particular, we recall that $\left(\mathbf{H}_{h}, \mathrm{Q}_{h}\right)$, which is usually referred to as the MINI-element [42], satisfies the hypothesis (H2). For its proof in two dimensions, we refer to [42] (see also [40]). The stability of this element in three dimensions follows, as in the two-dimensional case, by using a suitable Fortin operator (see, e.g. [43]).

The theory developed in this section holds for combinations of the pairs $\left(\mathbf{H}_{h}, \mathrm{Q}_{h}\right)$ and $\left(\mathbf{Z}_{h}, \mathrm{~W}_{h}\right)$ resulting from the finite element subspaces (3.9)-(3.12) and (3.13).

## 4. A residual-based a posteriori error estimator

We now develop a reliable and efficient residual-based a posteriori error estimator for the Galerkin scheme (3.2). In doing so, we may use any choice of finite dimensional subspaces satisfying the hypotheses of Section 3 For simplicity, however, we consider the finite dimensional subspaces (3.9)-(3.12), and restrict ourselves to the problem in two dimensions. In Section 4.3 we will comment on the main consideration for extending the estimator to three dimensions. We begin by introducing further notation and definitions.

For each $T \in \mathcal{T}_{h}$, we let $\mathcal{E}(T)$ be the set of all edges of $T$, and denote by $\mathcal{E}_{h}$ the set of all edges of $\mathcal{T}_{h}$, that is, $\mathcal{E}_{h}=\mathcal{E}_{h}(\Omega) \cup \mathcal{E}_{h}\left(\Gamma_{u}\right) \cup \mathcal{E}_{h}\left(\Gamma_{p}\right)$, where $\mathcal{E}_{h}(\Omega):=\left\{e \in \mathcal{T}_{h}: e \subseteq \Omega\right\}, \mathcal{E}_{h}\left(\Gamma_{u}\right):=\left\{e \in \mathcal{T}_{h}: e \subseteq \Gamma_{u}\right\}$ and $\mathcal{E}_{h}\left(\Gamma_{p}\right):=\left\{e \in \mathcal{T}_{h}: e \subseteq \Gamma_{p}\right\}$. In what follows, $h_{e}$ stands for the diameter of a given edge $e \in \mathcal{E}_{h}$. For every edge $e \in \mathcal{E}_{h}$ we fix a unit normal vector $\boldsymbol{n}_{e}:=\left(n_{1}, n_{2}\right)^{T}$ to the edge $e$, and let $\boldsymbol{s}_{e}:=\left(-n_{2}, n_{1}\right)^{T}$ be the fixed unit tangential vector along $e$. However, when no confusion arises we will simply write $\boldsymbol{n}$ and $\boldsymbol{s}$ instead of $\boldsymbol{n}_{e}$ and $\boldsymbol{s}_{e}$, respectively. Given an edge $e \in \mathcal{E}_{h}(\Omega), \boldsymbol{\tau} \in \mathbf{L}^{2}(\Omega)$ and $\boldsymbol{\xi} \in[\mathrm{L}(\Omega)]^{2 \times 2}$, such that $\boldsymbol{\tau} \in[C(T)]^{2}$ and $\boldsymbol{\xi} \in[C(T)]^{2 \times 2}$ for all $T \in \mathcal{T}_{h}$, we let $\llbracket \boldsymbol{\tau} \cdot \boldsymbol{s} \rrbracket$ and $\llbracket \boldsymbol{\xi} \boldsymbol{n} \rrbracket$ be the corresponding jumps across $\boldsymbol{e}$, i.e., $\llbracket \boldsymbol{\tau} \cdot \boldsymbol{s} \rrbracket:=\left\{\left.\left(\left.\boldsymbol{\tau}\right|_{T}\right)\right|_{e}-\left.\left(\left.\boldsymbol{\tau}\right|_{T^{\prime}}\right)\right|_{e}\right\} \cdot \boldsymbol{s}$ and $\llbracket \boldsymbol{\xi} \boldsymbol{n} \rrbracket:=\left\{\left.\left(\left.\boldsymbol{\xi}\right|_{T}\right)\right|_{e}-\left.\left(\left.\boldsymbol{\xi}\right|_{T^{\prime}}\right)\right|_{e}\right\} \boldsymbol{n}$, respectively, where $T$ and $T^{\prime}$ are two triangles of $\mathcal{T}_{h}$ sharing a common edge $e$. Finally, given scalar and vector-valued fields $\psi$ and $\tau:=\left(\tau_{i}\right)_{1 \leq i \leq 2}$, respectively, we set

$$
\operatorname{rot} \boldsymbol{\tau}:=\frac{\partial \tau_{2}}{\partial x_{1}}-\frac{\partial \tau_{1}}{\partial x_{2}} \quad \text { and } \quad \operatorname{curl} \psi:=\binom{\frac{\partial \psi}{\partial x_{2}}}{-\frac{\partial \psi}{\partial x_{1}}} .
$$

Now, let $\left(\boldsymbol{u}_{h}, \phi_{h}, \sigma_{h}, p_{h}\right) \in \mathbf{H}_{h} \times \mathrm{Q}_{h} \times \mathbf{Z}_{h} \times \mathrm{W}_{h}$ be the unique solution of problem 3.2) and introduce the global a posteriori error estimator

$$
\begin{equation*}
\Theta:=\left\{\sum_{T \in \mathcal{T}_{h}}\left(\Theta_{s, T}^{2}+\Theta_{f, T}^{2}+\Theta_{s f, T}^{2}\right)\right\}^{1 / 2}, \tag{4.1}
\end{equation*}
$$

where $\Theta_{s, T}, \Theta_{f, T}$ and $\Theta_{s f, T}$ are the local error indicators defined for each $T \in \mathcal{T}_{h}$ as follows:

$$
\begin{align*}
\Theta_{s, T}^{2}:= & h_{T}^{2}\left\|\boldsymbol{f}+\operatorname{div}\left(2 \mu \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}\right)-\phi_{h} \boldsymbol{I}\right)\right\|_{0, T}^{2}+\sum_{e \in \mathcal{E}(T) \cap \mathcal{E}_{h}(\Omega)} h_{e}\left\|\llbracket\left(2 \mu \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}\right)-\phi_{h} \boldsymbol{I}\right) \boldsymbol{n} \rrbracket\right\|_{0, e}^{2} \\
& +\sum_{e \in \mathcal{E}(T) \cap \mathcal{E}_{h}\left(\Gamma_{p}\right)} h_{e}\left\|\boldsymbol{m}_{\Gamma}-\llbracket\left(2 \mu \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}\right)-\phi_{h} \boldsymbol{I}\right) \boldsymbol{n} \rrbracket\right\|_{0, e}^{2},  \tag{4.2}\\
\Theta_{f, T}^{2}:= & h_{T}^{2}\left\|\nabla p_{h}-\rho \boldsymbol{g}+\frac{\eta}{\kappa} \boldsymbol{\sigma}_{h}\right\|_{0, T}^{2}+h_{T}^{2}\left\|\operatorname{rot}\left(\frac{\eta}{\kappa} \boldsymbol{\sigma}_{h}-\rho \boldsymbol{g}\right)\right\|_{0, T}^{2}+\sum_{e \in \mathcal{E}(T) \cap \mathcal{E}_{h}(\Omega)} h_{e}\| \|\left(\frac{\eta}{\kappa} \boldsymbol{\sigma}_{h}-\rho \boldsymbol{g}\right) \cdot \boldsymbol{s} \rrbracket \|_{0, e}^{2}  \tag{4.3}\\
& +\sum_{e \in \mathcal{E}(T) \cap \mathcal{E}_{h}\left(\Gamma_{p}\right)}\left\{h_{e}\left\|p_{\Gamma}-p_{h}\right\|_{0, e}^{2}+h_{e}\left\|\left(\frac{\eta}{\kappa} \boldsymbol{\sigma}_{h}-\rho \boldsymbol{g}\right) \cdot \boldsymbol{s}+\frac{d p_{\Gamma}}{d \boldsymbol{s}}\right\|_{0, e}^{2}\right\} \\
\Theta_{s f, T}^{2}:= & \left\|\frac{1}{\lambda}\left(\phi_{h}-\alpha p_{h}\right)+\operatorname{div} \boldsymbol{u}_{h}\right\|_{0, T}^{2}+\left\|\left(c_{0}+\frac{\alpha^{2}}{\lambda}\right) p_{h}-\frac{\alpha}{\lambda} \phi_{h}+\operatorname{div} \boldsymbol{\sigma}_{h}-\ell\right\|_{0, T}^{2} . \tag{4.4}
\end{align*}
$$

The residual character of each term defining $\left(\Theta_{s, T}+\Theta_{f, T}+\Theta_{s f, T}\right)$ is a consequence of the strong problem (2.2) and the regularity of the weak solution at the continuous level. It is important to remark that the third term of $\Theta_{s, T}$ requires $\boldsymbol{m}_{\Gamma} \in \mathbf{L}^{2}(e)$ for all $e \in \mathcal{E}_{h}\left(\Gamma_{p}\right)$, which will be assumed from now on. Similarly, as we will see in Lemma 4.5 (see, in particular, equation (4.24)), we need to assume that $p_{\Gamma} \in \mathrm{H}^{1}\left(\Gamma_{p}\right)$. The latter implies that the fourth and fifth terms of $\Theta_{f, T}$ are well-defined.

In what follows we prove the main properties of $\Theta$, namely its reliability and efficiency.

### 4.1. Reliability of the a posteriori error estimator

In this section we focus on the proof of the following result.
Theorem 4.1. There exists a constant $C_{\text {rel }}>0$, independent of $\lambda$ and $h$, such that

$$
\begin{equation*}
\left\|\left(\boldsymbol{u}-\boldsymbol{u}_{h}, \phi-\phi_{h}, \boldsymbol{\sigma}-\boldsymbol{\sigma}_{h}, p-p_{h}\right)\right\| \leq C_{\mathrm{rel}} \boldsymbol{\Theta}, \tag{4.5}
\end{equation*}
$$

where $\|\cdot\|$.|l was defined in 2.9.
The proof of Theorem 4.1 will be separated into several steps. We start by providing a preliminary upper bound for the total error, as done in [32]. The idea is to bound the global error by dual norms of the residuals associated with problem (3.2). The following result holds the key to this.
Lemma 4.2. Let $(\boldsymbol{u}, \phi, \boldsymbol{\sigma}, p) \in \mathbf{H} \times \mathrm{Q} \times \mathbf{Z} \times \mathrm{Q}$ and $\left(\boldsymbol{u}_{h}, \phi_{h}, \boldsymbol{\sigma}_{h}, p_{h}\right) \in \mathbf{H}_{h} \times \mathrm{Q}_{h} \times \mathbf{Z}_{h} \times \mathrm{W}_{h}$ be the unique solutions of problems (2.3) and (3.2), respectively. There exists a constant $C>0$, independent of $\lambda$ and $h$, such that

$$
\left\|\left(\boldsymbol{u}-\boldsymbol{u}_{h}, \phi-\phi_{h}, \boldsymbol{\sigma}-\boldsymbol{\sigma}_{h}, p-p_{h}\right)\right\| \leq C\left(\left\|\mathcal{F}_{1}\right\|_{\mathbf{H}^{\prime}}+\left\|\mathcal{G}_{1}\right\|_{Q^{\prime}}+\left\|\mathcal{F}_{2}\right\|_{\mathbf{Z}^{\prime}}+\left\|\mathcal{G}_{2}\right\|_{\mathbf{Q}^{\prime}}\right)
$$

where $\mathcal{F}_{1}(\cdot)$ on $\mathbf{H}, \mathcal{G}_{1}(\cdot)$ on $\mathrm{Q}, \mathcal{F}_{2}(\cdot)$ on $\mathbf{Z}$ and $\mathcal{G}_{2}(\cdot)$ on Q denote the linear functionals defined, respectively, by

$$
\begin{align*}
& \mathcal{F}_{1}(\boldsymbol{v}):=F(\boldsymbol{v})-a_{s}\left(\boldsymbol{u}_{h}, \boldsymbol{v}\right)-b_{s}\left(\boldsymbol{v}, \phi_{h}\right),  \tag{4.6}\\
& \mathcal{G}_{1}(\psi):=-b_{s}\left(\boldsymbol{u}_{h}, \psi\right)+c_{s}\left(\phi_{h}, \psi\right)-b_{s f}\left(\psi, p_{h}\right),  \tag{4.7}\\
& \mathcal{F}_{2}(\boldsymbol{\tau}):=G(\boldsymbol{\tau})-a_{f}\left(\boldsymbol{\sigma}_{h}, \boldsymbol{\tau}\right)-b_{f}\left(\boldsymbol{\tau}, p_{h}\right)  \tag{4.8}\\
& \mathcal{G}_{2}(q):=H(q)-b_{s f}\left(\phi_{h}, q\right)-b_{f}\left(\boldsymbol{\sigma}_{h}, q\right)+c_{f}\left(p_{h}, q\right) . \tag{4.9}
\end{align*}
$$

Proof. Adding and subtracting $\left(\boldsymbol{u}_{h}, \phi_{h}, \sigma_{h}, p_{h}\right)$ to the continuous solution in system (2.3), the conclusion follows directly from the estimate (2.11) by taking $F_{1}=\mathcal{F}_{1}, G_{1}=\mathcal{G}_{1}, F_{2}=\mathcal{F}_{2}$ and $G_{2}=\mathcal{G}_{2}$.

Having proved Lemma 4.2, and noting that $\mathcal{G}_{1}, \mathcal{G}_{2} \in \mathrm{Q}^{\prime}$ satisfy

$$
\begin{equation*}
\left\|\mathcal{G}_{1}\right\|_{\mathbb{Q}^{\prime}} \leq\left\|\frac{1}{\lambda}\left(\phi_{h}-\alpha p_{h}\right)+\operatorname{div} \boldsymbol{u}_{h}\right\|_{0, T} \quad \text { and } \quad\left\|\mathcal{G}_{2}\right\|_{\mathbb{Q}^{\prime}} \leq\left\|\left(c_{0}+\frac{\alpha^{2}}{\lambda}\right) p_{h}-\frac{\alpha}{\lambda} \phi_{h}+\operatorname{div} \boldsymbol{\sigma}_{h}-\ell\right\|_{0, T}, \tag{4.10}
\end{equation*}
$$

it is clear that in order to show $(4.5)$, we need to obtain suitable upper bounds for $\left\|\mathscr{F}_{1}\right\|_{\mathbf{H}^{\prime}}$ and $\left\|\mathscr{F}_{2}\right\|_{\mathbf{Z}^{\prime}}$. From the Galerkin scheme (3.2) we note that $\mathcal{F}_{1}\left(\boldsymbol{v}_{h}\right)=0$ for all $\boldsymbol{v}_{h} \in \mathbf{H}_{h}$, and $\mathcal{F}_{2}\left(\boldsymbol{\tau}_{h}\right)=0$ for all $\boldsymbol{\tau}_{h} \in \mathbf{Z}_{h}$. We can therefore write

$$
\begin{equation*}
\left\|\mathcal{F}_{1}\right\|_{\boldsymbol{H}^{\prime}}:=\sup _{\substack{\boldsymbol{v} \in \boldsymbol{H} \\ \boldsymbol{v}_{h} \neq \boldsymbol{0}}} \frac{\left|\mathcal{F}_{1}\left(\boldsymbol{v}-\boldsymbol{v}_{h}\right)\right|}{\|\boldsymbol{v}\|_{1, \Omega}} \tag{4.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\mathcal{F}_{2}\right\|_{\mathbf{Z}^{\prime}}:=\sup _{\substack{\boldsymbol{\tau} \in \mathbf{Z} \\ \boldsymbol{\tau}_{h} \neq \boldsymbol{0}}} \frac{\left|\mathcal{F}_{2}\left(\boldsymbol{\tau}-\boldsymbol{\tau}_{h}\right)\right|}{\|\boldsymbol{\tau}\|_{\mathrm{div}, \Omega}} \tag{4.12}
\end{equation*}
$$

with $\boldsymbol{v}_{h} \in \mathbf{H}_{h}$ and $\boldsymbol{\tau}_{h} \in \mathbf{Z}_{h}$ suitably chosen functions that will be defined later.

### 4.1.1. Upper bound for $\left\|\mathcal{F}_{1}\right\|_{\mathbf{H}^{\prime}}$

To satisfy homogeneous Dirichlet boundary conditions, we introduce the Clément-type interpolant

$$
\mathcal{I}_{h, \Gamma_{u}}: \mathrm{H}_{\Gamma_{u}}^{1}(\Omega) \rightarrow \mathrm{X}_{h, \Gamma_{u}}
$$

where

$$
\mathrm{X}_{h, \Gamma_{u}}:=\left\{v \in \mathcal{C}(\bar{\Omega}):\left.\quad v\right|_{T} \in \mathrm{P}_{1}(T) \forall T \in \mathcal{T}_{h}, \quad v=0 \quad \text { on } \quad \Gamma_{u}\right\} \subseteq \mathrm{H}_{\Gamma_{u}}^{1}(\Omega),
$$

with $\mathrm{H}_{\Gamma_{u}}^{1}(\Omega)$ defined as in (2.1). It can be shown that this operator satisfies the same approximation properties as the standard Clément interpolant [44], i.e.,

$$
\begin{equation*}
\left\|v-\mathcal{I}_{h, \Gamma_{u}}(v)\right\|_{0, T} \leq C_{1} h_{T}|v|_{1, \Delta(T)} \quad \forall T \in \mathcal{T}_{h}, \quad \text { and } \quad\left\|v-\mathcal{I}_{h, \Gamma_{u}}(v)\right\|_{0, e} \leq C_{2} h_{e}^{1 / 2}|v|_{1, \Delta(e)} \quad \forall e \in \mathcal{E}_{h} \tag{4.13}
\end{equation*}
$$

where $\Delta(T)$ and $\Delta(e)$ are the union of all the elements intersecting with $T$ and $e$, respectively. Furthermore, we denote by $I_{h, \Gamma_{u}}$ the vector operator defined componentwise by $\mathcal{I}_{h, \Gamma_{u}}$.

Next, proceeding analogously to [34, Section 6], we state the main result of this section.

Lemma 4.3. Assuming that $\boldsymbol{m}_{\Gamma} \in \mathbf{L}^{2}(e)$ for all $\mathcal{E}_{h}\left(\Gamma_{p}\right)$, there exists a constant $C>0$, independent of $\lambda$ and $h$, such that

$$
\left\|\mathcal{F}_{1}\right\|_{\mathbf{H}^{\prime}} \leq C\left\{\sum_{T \in \mathcal{T}_{h}} \Theta_{s, T}^{2}\right\}^{1 / 2}
$$

where $\Theta_{s, f}$ is defined in (4.2).
Proof. Integrating by parts 4.6 on each $T \in \mathcal{T}_{h}$ yields for all $\boldsymbol{w} \in \mathbf{H}$,

$$
\begin{aligned}
\mathcal{F}_{1}(\boldsymbol{w})= & \int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{w}+\int_{\Gamma_{p}} \boldsymbol{m}_{\Gamma} \cdot \boldsymbol{w}-2 \mu \int_{\Omega} \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}\right): \boldsymbol{\varepsilon}(\boldsymbol{w})+\int_{\Omega} \phi_{h} \operatorname{div} \boldsymbol{w} \\
= & \sum_{T \in \mathcal{T}_{h}} \int_{T} \boldsymbol{f} \cdot \boldsymbol{w}+\sum_{e \in \mathcal{E}_{h}\left(\Gamma_{p}\right)} \int_{e} \boldsymbol{m}_{\Gamma} \cdot \boldsymbol{w}-\sum_{T \in \mathcal{T}_{h}} \int_{T}\left(2 \mu \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}\right)-\phi_{h} \boldsymbol{I}\right): \nabla \boldsymbol{w} \\
= & \sum_{e \in \mathcal{E}_{h}\left(\Gamma_{p}\right)} \int_{e} \boldsymbol{m}_{\Gamma} \cdot \boldsymbol{w}+\sum_{T \in \mathcal{T}_{h}}\left\{\int_{T}\left(\boldsymbol{f}+\boldsymbol{\operatorname { d i v }}\left(2 \mu \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}\right)-\phi_{h} \boldsymbol{I}\right)\right) \cdot \boldsymbol{w}-\int_{\partial T}\left(2 \mu \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}\right)-\phi_{h} \boldsymbol{I}\right) \boldsymbol{n} \cdot \boldsymbol{w}\right\} \\
= & \sum_{T \in \mathcal{T}_{h}} \int_{T}\left(\boldsymbol{f}+\operatorname{div}\left(2 \mu \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}-\phi_{h} \boldsymbol{I}\right)\right) \cdot \boldsymbol{w}+\sum_{e \in \mathcal{E}_{h}\left(\Gamma_{p}\right)} \int_{e}\left(\boldsymbol{m}_{\Gamma}-\left(2 \mu \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}\right)-\phi_{h} \boldsymbol{I}\right) \boldsymbol{n}\right) \cdot \boldsymbol{w}\right. \\
& -\sum_{e \in \mathcal{E}_{h}(\Omega)} \int_{e} \llbracket\left(2 \mu \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}\right)-\phi_{h} \boldsymbol{I}\right) \boldsymbol{n} \rrbracket \cdot \boldsymbol{w} .
\end{aligned}
$$

Given $\boldsymbol{v} \in \mathbf{H}$, set $\boldsymbol{v}_{h}$ in 4.11) to $\boldsymbol{v}_{h}:=\boldsymbol{I}_{h, \Gamma_{u}}(\boldsymbol{v})$ and let $\boldsymbol{w}:=\boldsymbol{v}-\boldsymbol{v}_{h}$. Then, applying the Cauchy-Schwarz inequality to each term above, and by the approximation properties of $\boldsymbol{I}_{h, \Gamma_{u}}$ (cf. (4.13), we obtain

$$
\left|\mathcal{F}_{1}(\boldsymbol{w})\right| \leq C\left\{\sum_{T \in \mathcal{T}_{h}} \Theta_{s, T}^{2}\right\}^{1 / 2}\left\{\sum_{T \in \mathcal{T}_{h}}\|\boldsymbol{v}\|_{1, \Delta(T)}^{2}+\sum_{e \in \mathcal{E}_{h}(\Omega)}\|\boldsymbol{v}\|_{1, \Delta(e)}^{2}+\sum_{e \in \mathcal{E}_{h}\left(\Gamma_{p}\right)}\|\boldsymbol{v}\|_{1, \Delta(e)}^{2}\right\}^{1 / 2} .
$$

The result follows by using the definition of $\mathcal{F}_{1}$, and noting, by the shape-regularity of the mesh, that the number of triangles in $\Delta(T)$ and $\Delta(e)$ are bounded.

### 4.1.2. Upper bound for $\left\|\mathcal{F}_{2}\right\|_{\mathbf{Z}^{\prime}}$

In this section, a stable Helmholtz decomposition of $\mathbf{Z}$ and suitable interpolation operators will be of paramount importance to define $\boldsymbol{\tau}_{h}$ appearing in definition (4.12). This term is necessary to provide an upper bound for $\left\|\mathcal{F}_{2}\right\|_{\mathbf{Z}^{\prime}}$. The approach we follow has been widely used in a posteriori error estimators for mixed methods, see for instance [45, 33, 46].

We start by introducing the $\mathrm{L}^{2}(\Omega)$-orthogonal projection onto $\mathrm{W}_{h}$ (cf. (3.12), $\mathcal{P}_{h}^{k}: \mathrm{L}^{2}(\Omega) \rightarrow \mathrm{W}_{h}$, which, for each $q \in \mathrm{H}^{m}(\Omega)$, with $0 \leq m \leq k+1$, satisfies the approximation property

$$
\begin{equation*}
\left|q-\mathcal{P}_{h}^{k}(q)\right|_{s, T} \leq C h^{m-s}|q|_{m, T} \quad \forall T \in \mathcal{T}_{h}, \forall s \in\{0, \ldots, m\} . \tag{4.14}
\end{equation*}
$$

In addition, letting $\mathbf{Z}_{h}^{R T}:=\left\{\boldsymbol{\tau}_{h} \in \mathbf{H}(\operatorname{div} ; \Omega):\left.\boldsymbol{\tau}_{h}\right|_{T} \in \mathbf{R T}_{k}(T) \forall T \in \mathcal{T}_{h}\right\}$, we recall the classical Raviart-Thomas interpolation operator $\Pi_{h}^{k}: \mathbf{H}^{1}(\Omega) \rightarrow \mathbf{Z}_{h}^{R T}$, which, given $\boldsymbol{\tau} \in \mathbf{H}^{1}(\Omega)$, is characterized by the identities

$$
\begin{align*}
\int_{T} \boldsymbol{\Pi}_{h}^{k}(\boldsymbol{\tau}) \cdot \boldsymbol{\zeta} & =\int_{T} \boldsymbol{\tau} \cdot \boldsymbol{\zeta} & \forall \zeta \in \mathbf{P}_{k-1}(T), \forall T \in \mathcal{T}_{h}, \text { when } k \geq 1,  \tag{4.15}\\
\int_{e}\left(\boldsymbol{\Pi}_{h}^{k}(\boldsymbol{\tau}) \cdot \boldsymbol{n}\right) \psi & =\int_{e}(\boldsymbol{\tau} \cdot \boldsymbol{n}) \psi & \forall \psi \in \mathrm{P}_{k}(e), \forall e \in \mathcal{E}_{h}, \text { when } k \geq 0 \tag{4.16}
\end{align*}
$$

Consequently, it is not difficult to check (see, e.g. [41, Lemma 3.7]) that

$$
\begin{equation*}
\operatorname{div}\left(\boldsymbol{\Pi}_{h}^{k}(\boldsymbol{\tau})\right)=\mathscr{P}_{h}^{k}(\operatorname{div} \boldsymbol{\tau}) \quad \forall \boldsymbol{\tau} \in \mathbf{H}^{1}(\Omega) \tag{4.17}
\end{equation*}
$$

Moreover, the following local approximation properties hold [40, 47, 41]:

- For each $\boldsymbol{\tau} \in \mathbf{H}^{m}(\Omega)$, with $0 \leq m \leq k+1$,

$$
\begin{equation*}
\left\|\boldsymbol{\tau}-\boldsymbol{\Pi}_{h}^{k}(\boldsymbol{\tau})\right\|_{0, T} \leq C h_{T}^{m}|\boldsymbol{\tau}|_{m, T} \quad \forall T \in \mathcal{T}_{h}, \tag{4.18}
\end{equation*}
$$

- For each $\boldsymbol{\tau} \in \mathbf{H}^{1}(\Omega)$ such that $\operatorname{div} \boldsymbol{\tau} \in \mathrm{H}^{m}(\Omega)$, with $0 \leq m \leq k+1$,

$$
\begin{equation*}
\left\|\operatorname{div}\left(\boldsymbol{\tau}-\Pi_{h}^{k}(\boldsymbol{\tau})\right)\right\|_{0, T} \leq C h_{T}^{m}|\operatorname{div} \boldsymbol{\tau}|_{m, T} \quad \forall T \in \mathcal{T}_{h}, \tag{4.19}
\end{equation*}
$$

- For each $\boldsymbol{\tau} \in \mathbf{H}^{1}(\Omega)$, there holds

$$
\begin{equation*}
\left\|\left(\boldsymbol{\tau}-\boldsymbol{\Pi}_{h}^{k}(\boldsymbol{\tau})\right) \cdot \boldsymbol{n}\right\|_{0, e} \leq C h_{e}^{1 / 2}|\boldsymbol{\tau}|_{1, T_{e}} \tag{4.20}
\end{equation*}
$$

where $T_{e}$ denotes an element of $\mathcal{T}_{h}$ having $e$ as an edge.
We now introduce a stable Helmholtz decomposition of $\mathbf{Z}$. This will require $\Gamma_{u}$ to lie on the boundary of a convex domain containing $\Omega$. We refer to [45], Lemma 3.9] for the proof of this result in the tensorial case.

Lemma 4.4. Assume that there exists a convex domain $\Xi$ such that $\bar{\Omega} \subseteq \Xi$ and $\Gamma_{u} \subseteq \partial \Xi$. Then, for each $\boldsymbol{\tau} \in \mathbf{Z}$ there exist $\zeta \in \mathbf{H}^{1}(\Omega)$ and $\varphi \in H_{\Gamma_{u}}^{1}(\Omega)$, such that

$$
\begin{equation*}
\boldsymbol{\tau}=\zeta+\operatorname{curl} \varphi \quad \text { in } \quad \Omega, \quad \text { and } \quad\|\zeta\|_{1, \Omega}+\|\varphi\|_{1, \Omega} \leq C\|\tau\|_{\operatorname{div}, \Omega} \tag{4.21}
\end{equation*}
$$

where $C$ is a positive constant independent of $\tau, \zeta$ and $\varphi$.
We now introduce the discrete version of 4.21) and follow similar steps as in [32, Lemma 3.8] (see also [46, Section 4.1]). Given $\tau \in \mathbf{Z}$ and its Helmholtz decomposition (4.21), we let $\zeta_{h}:=\Pi_{h}^{k}(\zeta)$ and $\varphi_{h}:=\mathcal{I}_{h, \Gamma_{u}}(\varphi)$, where $\mathcal{I}_{h, \Gamma_{u}}$ is the Clément-type interpolant given in Section 4.1.1 We then set the discrete Helmholtz decomposition as $\tau_{h}:=\zeta_{h}+\operatorname{curl} \varphi_{h} \in \mathbf{Z}_{h}$.

From the above discussion and by definition of $\mathcal{F}_{2}$ (cf. (4.8)), we can write

$$
\begin{equation*}
\mathcal{F}_{2}\left(\boldsymbol{\tau}-\boldsymbol{\tau}_{h}\right)=\mathcal{F}_{2}\left(\zeta-\zeta_{h}\right)+\mathcal{F}_{2}\left(\operatorname{curl}\left(\varphi-\varphi_{h}\right)\right) \tag{4.22}
\end{equation*}
$$

We will bound each term on the right-hand side of 4.22) separately.
Proceeding as in the proof of [46, Lemma 4.4 ], applying the Cauchy-Schwarz inequality, using the identities (4.15)-(4.17), the approximation properties (4.18) and (4.20), and the fact that the number of triangles in $\Delta(T)$ and $\Delta(e)$ are bounded (due to shape-regularity of the mesh), we obtain, after some algebraic manipulations,

$$
\begin{equation*}
\left|\mathcal{F}_{2}\left(\boldsymbol{\zeta}-\zeta_{h}\right)\right| \leq C\left\{\sum_{T \in \mathcal{T}_{h}} h_{T}^{2}\left\|\nabla p_{h}-\rho \boldsymbol{g}+\frac{\eta}{\kappa} \boldsymbol{\sigma}_{h}\right\|_{0, T}^{2}+\sum_{e \in \mathcal{E}_{h}\left(\Gamma_{p}\right)} h_{e}\left\|p_{\Gamma}-p_{h}\right\|_{0, e}^{2}\right\}^{1 / 2}\|\zeta\|_{1, \Omega} . \tag{4.23}
\end{equation*}
$$

The upper bound for $\left|\mathcal{F}_{2}\left(\operatorname{curl}\left(\varphi-\varphi_{h}\right)\right)\right|$ follows by similar arguments as in [46, Lemma 4.3]. Indeed, using the identity $\operatorname{curl}\left(\varphi-\varphi_{h}\right) \cdot \boldsymbol{n}=\frac{d}{d s}\left(\varphi-\varphi_{h}\right)$, assuming $\frac{d p_{\Gamma}}{d s} \in \mathrm{~L}^{2}\left(\Gamma_{p}\right)$, and integrating by parts on $\Gamma_{p}$ (see [48, Lemma 3.5, eq. (3.34)]), we obtain

$$
\begin{equation*}
\left\langle\mathbf{c u r l}\left(\varphi-\varphi_{h}\right) \cdot \boldsymbol{n}, p_{\Gamma}\right\rangle_{\Gamma_{p}}=-\left\langle\frac{d p_{\Gamma}}{d \boldsymbol{s}}, \varphi-\varphi_{h}\right\rangle_{\Gamma_{p}}=-\sum_{e \in \mathcal{E}_{h}\left(\Gamma_{p}\right)} \int_{e}\left(\varphi-\varphi_{h}\right) \frac{d p_{\Gamma}}{d \boldsymbol{s}} . \tag{4.24}
\end{equation*}
$$

We can then write $\mathcal{F}_{2}\left(\operatorname{curl}\left(\varphi-\varphi_{h}\right)\right)$, using (4.24) and applying [35], Theorem 2.11] to integrate by parts elementwise, as

$$
\begin{aligned}
\mathcal{F}_{2}\left(\operatorname{curl}\left(\varphi-\varphi_{h}\right)\right)= & -\int_{\Omega}\left(\frac{\eta}{\kappa} \boldsymbol{\sigma}_{h}-\rho \boldsymbol{g}\right) \cdot \operatorname{curl}\left(\varphi-\varphi_{h}\right)-\left\langle\operatorname{curl}\left(\varphi-\varphi_{h}\right) \cdot \boldsymbol{n}, p_{\Gamma}\right\rangle_{\Gamma_{p}} \\
= & -\sum_{T \in \mathcal{T}_{h}} \int_{T} \operatorname{rot}\left(\frac{\eta}{\kappa} \boldsymbol{\sigma}_{h}-\rho \boldsymbol{g}\right)\left(\varphi-\varphi_{h}\right)+\sum_{e \in \mathcal{E}_{h}(\Omega)} \int_{e} \llbracket\left(\frac{\eta}{\kappa} \boldsymbol{\sigma}_{h}-\rho \boldsymbol{g}\right) \cdot \boldsymbol{s} \rrbracket\left(\varphi-\varphi_{h}\right) \\
& +\sum_{e \in \mathcal{E}_{h}\left(\Gamma_{p}\right)} \int_{e}\left\{\left(\frac{\eta}{\kappa} \boldsymbol{\sigma}_{h}-\rho \boldsymbol{g}\right) \cdot \boldsymbol{s}+\frac{d p_{\Gamma}}{d \boldsymbol{s}}\right\}\left(\varphi-\varphi_{h}\right) .
\end{aligned}
$$

Next, applying the Cauchy-Schwarz inequality, using (4.13), and the shape-regularity of the mesh, it follows that

$$
\begin{align*}
\left|\mathcal{F}_{2}\left(\operatorname{curl}\left(\varphi-\varphi_{h}\right)\right)\right| \leq & C\left\{\sum_{T \in \mathcal{T}_{h}} h_{T}^{2}\left\|\operatorname{rot}\left(\frac{\eta}{\kappa} \boldsymbol{\sigma}_{h}-\rho \boldsymbol{g}\right)\right\|_{0, T}^{2}+\sum_{e \in \mathcal{E}_{h}(\Omega)} h_{e}\| \|\left(\frac{\eta}{\kappa} \boldsymbol{\sigma}_{h}-\rho \boldsymbol{g}\right) \cdot \boldsymbol{s}\| \|_{0, e}^{2}\right. \\
& \left.+\sum_{e \in \mathcal{E}_{h}\left(\Gamma_{p}\right)} h_{e}\left\|\left(\frac{\eta}{\kappa} \boldsymbol{\sigma}_{h}-\rho \boldsymbol{g}\right) \cdot \boldsymbol{s}+\frac{d p_{\Gamma}}{d \boldsymbol{s}}\right\|_{0, e}^{2}\right\}^{1 / 2}\|\varphi\|_{1, \Omega} . \tag{4.25}
\end{align*}
$$

Finally, combining (4.23) and (4.25), and using the stability of the Helmholtz decomposition (4.21), we obtain the desired bound as summarized in the next lemma.

Lemma 4.5. Suppose that the hypotheses of Lemma 4.4 hold. Assume further that $p_{\Gamma} \in \mathrm{H}^{1}\left(\Gamma_{p}\right)$. Then, there exists $C>0$, independent of $\lambda$ and $h$, such that

$$
\left\|\mathscr{F}_{2}\right\|_{\mathbf{Z}^{\prime}} \leq C\left\{\sum_{T \in \mathcal{T}_{h}} \Theta_{f, T}^{2}\right\}^{1 / 2}
$$

with $\Theta_{f, T}$ defined in (4.3).
We end this section by noting that the reliability estimate (4.5) is a direct consequence of Lemmas 4.3 and 4.5 , and the estimates given by 4.10

### 4.2. Efficiency of the a posteriori error estimator

The main result of this section reads as follows.
Theorem 4.6. There exists a constant $C_{\text {eff }}>0$, independent of $\lambda$ and $h$, such that

$$
\begin{equation*}
C_{\mathrm{eff}} \boldsymbol{\Theta} \leq\left\|\left(\boldsymbol{u}-\boldsymbol{u}_{h}, \phi-\phi_{h}, \boldsymbol{\sigma}-\boldsymbol{\sigma}_{h}, p-p_{h}\right)\right\|+\text { h.o.t., } \tag{4.26}
\end{equation*}
$$

where h.o.t. is a generic expression denoting one or several terms of higher order.
To obtain (4.26), we will find upper bounds for each estimator term in (4.2), (4.3) and (4.4), separately. We can immediately deduce the estimates for the zero-order terms appearing in the definition of $\Theta_{s f, T}$ (cf. (4.4)), as done in the following lemma.

Lemma 4.7. For all $T \in \mathcal{T}_{h}$, there hold

$$
\left\|\frac{1}{\lambda}\left(\phi_{h}-\alpha p_{h}\right)+\operatorname{div} \boldsymbol{u}_{h}\right\|_{0, T} \leq \sqrt{2}\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|_{1, T}+\frac{1}{\lambda}\left\|\phi-\phi_{h}\right\|_{0, T}+\frac{\alpha}{\lambda}\left\|p-p_{h}\right\|_{0, T}
$$

and

$$
\left\|\left(c_{0}+\frac{\alpha^{2}}{\lambda}\right) p_{h}-\frac{\alpha}{\lambda} \phi_{h}+\operatorname{div} \sigma_{h}-\ell\right\|_{0, T} \leq\left\|\boldsymbol{\sigma}-\boldsymbol{\sigma}_{h}\right\|_{\mathrm{div}, T}+\frac{\alpha}{\lambda}\left\|\phi-\phi_{h}\right\|_{0, T}+\left(c_{0}+\frac{\alpha^{2}}{\lambda}\right)\left\|p-p_{h}\right\|_{0, T}
$$

Note that volumetric locking is not a concern in the above two inequalities, because at least one term on the right-hand side does not vanish when $\lambda \rightarrow \infty$.

To bound the remaining terms, we introduce further notation and preliminary results. Given $T \in \mathcal{T}_{h}$ and $e \in \mathcal{E}(T)$, we let $\Phi_{T}$ and $\Phi_{e}$ be the usual element-bubble and edge-bubble functions [49], respectively. In particular, $\Phi_{T}$ satisfies $\Phi_{T} \in \mathrm{P}_{3}(T)$, $\sup \Phi_{T} \subseteq T, \Phi_{T}=0$ on $\partial T$ and $0 \leq \Phi_{T} \leq 1$ in $T$. Similarly, one has $\left.\Phi_{e}\right|_{T} \in \mathrm{P}_{2}(T)$, $\sup \Phi_{e} \subseteq \omega_{e}:=$ $\cup\left\{T^{\prime} \in \mathcal{T}_{h}: e \in \mathcal{E}\left(T^{\prime}\right)\right\}, \Phi_{e}=0$ on $\partial T \backslash\{e\}$ and $0 \leq \Phi_{e} \leq 1$ in $\omega_{e}$. We then have the following useful result.

Lemma 4.8. Given an integer $k \geq 0$, there exists an extension operator $\mathcal{L}: C(e) \rightarrow C(T)$ such that $\left.\mathcal{L}(q)\right|_{e}=q$ for all $q \in \mathrm{P}_{k}(e)$. Moreover, there exist positive constants $\gamma_{i}, i \in\{1,2,3,4\}$, which only depend on $k$ and on the shape-regularity parameter of the mesh, such that for each $T \in \mathcal{T}_{h}$ and each $e \in \mathcal{E}(T)$,

$$
\begin{array}{rll}
\left\|\Phi_{T} \psi\right\|_{0, T}^{2} \leq\|\psi\|_{0, T}^{2} \leq \gamma_{1}\left\|\Phi_{T}^{1 / 2} \psi\right\|_{0, T}^{2} & \forall \psi \in \mathrm{P}_{k}(T), \\
\left\|\Phi_{e} \mathcal{L}(q)\right\|_{0, e}^{2} \leq\|q\|_{0, e}^{2} \leq \gamma_{2}\left\|\Phi_{e}^{1 / 2} q\right\|_{0, e}^{2} & \forall q \in \mathrm{P}_{k}(e), \tag{4.28}
\end{array}
$$

and

$$
\begin{equation*}
\gamma_{3} h_{e}^{1 / 2}\|q\|_{0, e} \leq\left\|\Phi_{e}^{1 / 2} \mathcal{L}(q)\right\|_{0, T} \leq \gamma_{4} h_{e}^{1 / 2}\|q\|_{0, e} \quad \forall q \in \mathrm{P}_{k}(e) . \tag{4.29}
\end{equation*}
$$

Proof. See [49, Lemma 4.1] or [50, Lemma 3.3] for details.
The following inverse estimate will also be used.
Lemma 4.9. Let $k, m, l \in \mathbb{N} \cup\{0\}$ such that $l \leq m$. There exists a constant $C>0$, depending only on $k, m, l$ and the shape-regularity constant of the mesh, such that for each $T \in \mathcal{T}_{h}$ there holds

$$
\begin{equation*}
|q|_{m, T} \leq C_{\mathrm{inv}} h_{T}^{l-m}|q|_{l, T} \quad \forall q \in \mathrm{P}_{k}(T) \tag{4.30}
\end{equation*}
$$

Proof. See [47, Theorem 3.2.6].
Furthermore, we will need the following trace inequality (see, e.g. [51]):

$$
\begin{equation*}
\|v\|_{0, e} \leq C_{\mathrm{tr}}\left(h_{e}^{-1 / 2}\|v\|_{0, T_{e}}+h_{e}^{1 / 2}|v|_{1, T_{e}}\right) \quad \forall v \in \mathrm{H}^{1}\left(T_{e}\right) . \tag{4.31}
\end{equation*}
$$

Above, $T_{e}$ is the mesh element introduced in 4.20). Moreover, the constant $C_{\mathrm{tr}}>0$ depends only on the minimum angle of $T_{e}$.

In what follows, considering $\sigma_{h}$ the approximate fluid flux in problem (3.2), we often write $\xi:=\frac{\eta}{k} \sigma_{h}$ and assume, for simplicity, that for $r, m \geq k+2$, the permeability satisfies: $\left.\kappa^{-1}\right|_{T} \in \mathrm{H}^{r+1}(T)$ for all $T \in \mathcal{T}_{h}$, and $\kappa^{-1} l_{e} \in \mathrm{H}^{m+1}(e)$ for all $e \in \mathcal{E}_{h}$. Furthermore, the vector counterpart of the projection operator $\mathcal{P}_{h}^{k}$ (cf. (4.14)) will be denoted in boldface.

The following three lemmas provide upper bounds for the estimator terms in 4.3. We present here proofs inspired by the proofs of Lemmas 6.10, 6.11 and 6.12 in [52]. Similar ideas can be found in [53].

Lemma 4.10. There exists a constant $c_{1}>0$, independent of $\lambda$ and $h$, such that for all $T \in \mathcal{T}_{h}$,

$$
\begin{equation*}
h_{T}\left\|\operatorname{rot}\left(\frac{\eta}{\kappa} \boldsymbol{\sigma}_{h}-\rho \boldsymbol{g}\right)\right\|_{0, T} \leq c_{1}\left(\left\|\boldsymbol{\sigma}-\boldsymbol{\sigma}_{h}\right\|_{\text {div }, T}+\text { h.o.t. }\right) . \tag{4.32}
\end{equation*}
$$

Proof. Adding and subtracting $\boldsymbol{\mathcal { P }}_{h}^{r}(\boldsymbol{\xi})$, and using the triangle inequality, there holds

$$
\begin{equation*}
\|\operatorname{rot}(\boldsymbol{\xi}-\rho \boldsymbol{g})\|_{0, T} \leq C\left|\boldsymbol{\xi}-\boldsymbol{P}_{h}^{r}(\boldsymbol{\xi})\right|_{1, T}+\left\|\operatorname{rot}\left(\boldsymbol{P}_{h}^{r}(\boldsymbol{\xi})-\rho \boldsymbol{g}\right)\right\|_{0, T} \tag{4.33}
\end{equation*}
$$

Applying now 4.27) to the second term on the right-hand side of 4.33, and noting, by Lemma 2.3, that $\rho \boldsymbol{g}=$ $\nabla p+\boldsymbol{\xi}+\frac{\eta}{\kappa}\left(\boldsymbol{\sigma}-\boldsymbol{\sigma}_{h}\right)$ in $\Omega$, we obtain

$$
\begin{aligned}
\left\|\operatorname{rot}\left(\boldsymbol{\mathcal { P }}_{h}^{r}(\boldsymbol{\xi})-\rho \boldsymbol{g}\right)\right\|_{0, T}^{2} & \leq \gamma_{1}\left\|\Phi_{T}^{1 / 2} \operatorname{rot}\left(\boldsymbol{\mathcal { P }}_{h}^{r}(\boldsymbol{\xi})-\rho \boldsymbol{g}\right)\right\|_{0, T}^{2}=\gamma_{1} \int_{T} \Phi_{T}\left(\operatorname{rot}\left(\boldsymbol{\mathcal { P }}_{h}^{r}(\boldsymbol{\xi})-\rho \boldsymbol{g}\right)\right)^{2} \\
& =\gamma_{1} \int_{T} \Phi_{T} \operatorname{rot}\left(\boldsymbol{\mathcal { P }}_{h}^{r}(\boldsymbol{\xi})-\rho \boldsymbol{g}\right) \operatorname{rot}\left(\boldsymbol{\mathcal { P }}_{h}^{r}(\boldsymbol{\xi})-\boldsymbol{\xi}-\frac{\eta}{\kappa}\left(\boldsymbol{\sigma}-\boldsymbol{\sigma}_{h}\right)\right) \\
& =\gamma_{1} \int_{T} \operatorname{curl}\left(\Phi_{T} \operatorname{rot}\left(\boldsymbol{\mathcal { P }}_{h}^{r}(\boldsymbol{\xi})-\rho \boldsymbol{g}\right)\right) \cdot\left(\boldsymbol{\mathcal { P }}_{h}^{r}(\boldsymbol{\xi})-\boldsymbol{\xi}-\frac{\eta}{\kappa}\left(\boldsymbol{\sigma}-\boldsymbol{\sigma}_{h}\right)\right) .
\end{aligned}
$$

It then follows from (4.27) and 4.30) that

$$
\begin{equation*}
\left\|\operatorname{rot}\left(\boldsymbol{P}_{h}^{r}(\boldsymbol{\xi})-\rho \boldsymbol{g}\right)\right\|_{0, \Omega} \leq C_{\mathrm{inv}} \gamma_{1} h_{T}^{-1}\left(\left\|\boldsymbol{\xi}-\boldsymbol{P}_{h}^{r}(\boldsymbol{\xi})\right\|_{0, T}+\left\|\frac{\eta}{\kappa}\left(\boldsymbol{\sigma}-\boldsymbol{\sigma}_{h}\right)\right\|_{0, T}\right) . \tag{4.34}
\end{equation*}
$$

Substituting (4.34) into (4.33), using the lower bound for $\kappa$, and applying the approximation property of $\boldsymbol{\mathcal { P }}_{h}^{r}$ in (4.14), yields

$$
h_{T}\|\operatorname{rot}(\boldsymbol{\xi}-\rho \boldsymbol{g})\|_{0, T} \leq \widetilde{C}\left(\left\|\boldsymbol{\sigma}-\boldsymbol{\sigma}_{h}\right\|_{\mathrm{div}, T}+h_{T}^{r+1}|\boldsymbol{\xi}|_{r+1, T}\right) .
$$

Since $r \geq k+2$, the result follows.
Lemma 4.11. There exists a constant $c_{2}>0$, independent of $\lambda$ and $h$, such that for all $T \in \mathcal{T}_{h}$,

$$
\begin{equation*}
h_{T}\left\|\nabla p_{h}-\rho \boldsymbol{g}+\frac{\eta}{\kappa} \boldsymbol{\sigma}_{h}\right\|_{0, T} \leq c_{2}\left(h_{T}\left\|\boldsymbol{\sigma}-\boldsymbol{\sigma}_{h}\right\|_{\mathrm{div}, T}+\left\|p-p_{h}\right\|_{0, T}+\text { h.o.t. }\right) . \tag{4.35}
\end{equation*}
$$

Proof. First, adding and subtracting $\boldsymbol{\mathcal { P }}_{h}^{r}(\boldsymbol{\xi})$, it follows that

$$
\begin{equation*}
\left\|\nabla p_{h}-\rho \boldsymbol{g}+\boldsymbol{\xi}\right\|_{0, T} \leq\left\|\nabla p_{h}-\rho \boldsymbol{g}+\boldsymbol{\mathcal { P }}_{h}^{r}(\boldsymbol{\xi})\right\|_{0, T}+\left\|\boldsymbol{\xi}-\boldsymbol{\mathcal { P }}_{h}^{r}(\boldsymbol{\xi})\right\|_{0, T} \tag{4.36}
\end{equation*}
$$

To bound the first term on the right-hand side of 4.36, we apply estimate 4.27, integrate by parts, and use the identity $\rho \boldsymbol{g}=\nabla p+\boldsymbol{\xi}+\frac{\eta}{\kappa}\left(\boldsymbol{\sigma}-\boldsymbol{\sigma}_{h}\right)$ in $\Omega$, to obtain

$$
\begin{aligned}
& \| \nabla p_{h}-\rho \boldsymbol{g}+\boldsymbol{\mathcal { P }}_{h}^{r}(\boldsymbol{\xi})\left\|_{0, T}^{2} \leq \gamma_{1}\right\| \Phi_{T}^{1 / 2}\left(\nabla p_{h}-\rho \boldsymbol{g}+\boldsymbol{\mathcal { P }}_{h}^{r}(\boldsymbol{\xi})\right) \|_{0, T}^{2} \\
& \quad=\gamma_{1} \int_{T} \Phi_{T}\left(\nabla p_{h}-\rho \boldsymbol{g}+\boldsymbol{\mathcal { P }}_{h}^{r}(\boldsymbol{\xi})\right) \cdot \nabla\left(p_{h}-p\right)-\gamma_{1} \int_{T} \Phi_{T}\left(\nabla p_{h}-\rho \boldsymbol{g}+\boldsymbol{\mathcal { P }}_{h}^{r}(\boldsymbol{\xi})\right) \cdot\left(\frac{\eta}{\kappa}\left(\boldsymbol{\sigma}-\boldsymbol{\sigma}_{h}\right)+\boldsymbol{\xi}-\boldsymbol{\mathcal { P }}_{h}^{r}(\boldsymbol{\xi})\right) \\
& \quad=-\gamma_{1} \int_{T}\left(p_{h}-p\right) \operatorname{div}\left(\Phi_{T}\left(\nabla p_{h}-\rho \boldsymbol{g}+\boldsymbol{\mathcal { P }}_{h}^{r}(\boldsymbol{\xi})\right)\right)-\gamma_{1} \int_{T} \Phi_{T}\left(\nabla p_{h}-\rho \boldsymbol{g}-\boldsymbol{\mathcal { P }}_{h}^{r}(\boldsymbol{\xi})\right) \cdot\left(\frac{\eta}{\kappa}\left(\boldsymbol{\sigma}-\boldsymbol{\sigma}_{h}\right)+\boldsymbol{\xi}-\boldsymbol{\mathcal { P }}_{h}^{r}(\boldsymbol{\xi})\right) .
\end{aligned}
$$

Using the Cauchy-Schwarz inequality and the estimates 4.27) and (4.30), it follows that

$$
\left\|\nabla p_{h}-\rho \boldsymbol{g}+\boldsymbol{\mathcal { P }}_{h}^{r}(\boldsymbol{\xi})\right\|_{0, T} \leq C\left(h_{T}^{-1}\left\|p_{h}-p\right\|_{0, T}+\left\|\frac{\eta}{\kappa}\left(\boldsymbol{\sigma}-\boldsymbol{\sigma}_{h}\right)\right\|_{0, T}+\left\|\boldsymbol{\xi}-\boldsymbol{\mathcal { P }}_{h}^{r}(\boldsymbol{\xi})\right\|_{0, T}\right)
$$

where $C>0$ is independent of $\lambda$ and $h$. Combined with 4.36 we obtain estimate 4.35.
Lemma 4.12. There exists a constant $c_{3}>0$, independent of $\lambda$ and $h$, such that for all $e \in \mathcal{E}_{h}(\Omega)$,

$$
\begin{equation*}
h_{e}^{1 / 2}\left\|\llbracket\left(\frac{\eta}{\kappa} \boldsymbol{\sigma}_{h}-\rho \boldsymbol{g}\right) \cdot \boldsymbol{s} \rrbracket\right\|_{0, e} \leq c_{3} \sum_{T \subseteq \omega_{e}}\left(\left\|\boldsymbol{\sigma}-\boldsymbol{\sigma}_{h}\right\|_{\mathrm{div}, T}+\text { h.o.t. }\right) . \tag{4.37}
\end{equation*}
$$

Furthermore, assuming that $p_{\Gamma}$ is a piecewise polynomial, there exist constants $c_{4}, c_{5}>0$, also independent of $\lambda$ and $h$, such that for all $e \in \mathcal{E}_{h}\left(\Gamma_{p}\right)$,

$$
\begin{align*}
h_{e}^{1 / 2}\left\|\left(\frac{\eta}{\kappa} \boldsymbol{\sigma}_{h}-\rho \boldsymbol{g}\right) \cdot \boldsymbol{s}+\frac{d p_{\Gamma}}{d \boldsymbol{s}}\right\|_{0, e} & \leq c_{4}\left(\left\|\boldsymbol{\sigma}-\boldsymbol{\sigma}_{h}\right\|_{\mathrm{div}, T}+\text { h.o.t. }\right),  \tag{4.38}\\
h_{e}^{1 / 2}\left\|p_{\Gamma}-p_{h}\right\|_{0, e} & \leq c_{5}\left(\left\|p-p_{h}\right\|_{0, T}+\left(1+h_{T}\right)\left\|\boldsymbol{\sigma}-\boldsymbol{\sigma}_{h}\right\|_{\mathrm{div}, T}+\text { h.o.t }\right) . \tag{4.39}
\end{align*}
$$

Proof. Let us first prove 4.37). In order to simplify notation, given $e \in \mathcal{E}_{h}(\Omega)$, we decompose $\llbracket(\boldsymbol{\xi}-\rho \boldsymbol{g}) \cdot \boldsymbol{s} \rrbracket$ into $\chi_{e}:=\llbracket\left(\boldsymbol{\xi}-\boldsymbol{\mathcal { P }}_{h}^{m}(\boldsymbol{\xi})\right) \cdot \boldsymbol{s} \rrbracket$ and $\zeta_{e}:=\llbracket\left(\boldsymbol{P}_{h}^{m}(\boldsymbol{\xi})-\rho \boldsymbol{g}\right) \cdot \boldsymbol{s} \rrbracket$. Applying now the estimate 4.31) and using similar arguments as in the previous two lemmas,

$$
\begin{align*}
\|\llbracket(\boldsymbol{\xi}-\rho \boldsymbol{g}) \cdot \boldsymbol{s} \rrbracket\|_{0, e} & \leq\left\|\chi_{e}\right\|_{0, e}+\left\|\zeta_{e}\right\|_{0, e} \\
& \leq \sum_{T \subseteq \omega_{e}} C_{\mathrm{tr}}\left(h_{e}^{-1 / 2}\left\|\boldsymbol{\xi}-\boldsymbol{\mathcal { P }}_{h}^{m}(\boldsymbol{\xi})\right\|_{0, T}+h_{e}^{1 / 2}\left|\boldsymbol{\xi}-\boldsymbol{\mathcal { P }}_{h}^{m}(\boldsymbol{\xi})\right|_{1, T}\right)+\left\|\zeta_{e}\right\|_{0, e} \\
& \leq h_{e}^{-1 / 2} \sum_{T \subseteq \omega_{e}} C_{\mathrm{tr}}\left(\left\|\boldsymbol{\xi}-\boldsymbol{\mathcal { P }}_{h}^{m}(\boldsymbol{\xi})\right\|_{0, T}+h_{e}\left|\boldsymbol{\xi}-\boldsymbol{\mathcal { P }}_{h}^{m}(\boldsymbol{\xi})\right|_{1, T}\right)+\left\|\zeta_{e}\right\|_{0, e}  \tag{4.40}\\
& \leq C h_{e}^{-1 / 2} \sum_{T \subseteq \omega_{e}} h_{T}^{m+1}|\boldsymbol{\xi}|_{m+1, T}+\left\|\zeta_{e}\right\|_{0, e},
\end{align*}
$$

where we recall that $\omega_{e}:=\cup\left\{T^{\prime} \in \mathcal{T}_{h}: e \in \mathcal{E}\left(T^{\prime}\right)\right\}$. To estimate $\left\|\zeta_{e}\right\|_{0, e}$, we use the second inequality in (4.28), integrate by parts, and use the identity $\rho \boldsymbol{g}=\nabla p+\boldsymbol{\xi}+\frac{\eta}{\kappa}\left(\boldsymbol{\sigma}-\boldsymbol{\sigma}_{h}\right)$ in $\Omega$. This yields

$$
\begin{aligned}
\left\|\zeta_{e}\right\|_{0, e}^{2} & \leq \gamma_{2}\left\|\Phi_{T}^{1 / 2} \zeta_{e}\right\|_{0, e}^{2}=\gamma_{2} \int_{e}\left(\Phi_{e} \mathcal{L}\left(\zeta_{e}\right)\right) \zeta_{e} \\
& =\sum_{T \subseteq \omega_{e}}\left\{\int_{T} \Phi_{e} \mathcal{L}\left(\zeta_{e}\right) \operatorname{rot}\left(\boldsymbol{P}_{h}^{m}(\boldsymbol{\xi})-\rho \boldsymbol{g}\right)-\int_{T}\left(\boldsymbol{P}_{h}^{m}(\boldsymbol{\xi})-\rho \boldsymbol{g}\right) \cdot \operatorname{curl}\left(\Phi_{e} \mathcal{L}\left(\zeta_{e}\right)\right)\right\} \\
& =\sum_{T \subseteq \omega_{e}}\left\{\int_{T} \Phi_{e} \mathcal{L}\left(\zeta_{e}\right) \operatorname{rot}\left(\boldsymbol{\mathcal { P }}_{h}^{m}(\boldsymbol{\xi})-\rho \boldsymbol{g}\right)-\int_{T}\left(\boldsymbol{\mathcal { P }}_{h}^{m}(\boldsymbol{\xi})-\boldsymbol{\xi}-\frac{\eta}{\kappa}\left(\boldsymbol{\sigma}-\boldsymbol{\sigma}_{h}\right)-\nabla p\right) \cdot \operatorname{curl}\left(\Phi_{e} \mathcal{L}\left(\zeta_{e}\right)\right)\right\},
\end{aligned}
$$

where clearly $\int_{T} \nabla p \cdot \operatorname{curl}\left(\Phi_{e} \mathcal{L}\left(\zeta_{e}\right)\right)=0$ for all $T \subseteq \omega_{e}$. Using the Cauchy-Schwarz inequality and the inverse estimate 4.30, it follows that

$$
\begin{equation*}
\left\|\zeta_{e}\right\|_{0, e}^{2} \leq \widetilde{C} \sum_{T \subseteq \omega_{e}} h_{T}^{-1}\left\{h_{T}\left\|\operatorname{rot}\left(\boldsymbol{P}_{h}^{m}(\boldsymbol{\xi})-\rho \boldsymbol{g}\right)\right\|_{0, T}+\left\|\boldsymbol{\xi}-\boldsymbol{\mathcal { P }}_{h}^{m}(\boldsymbol{\xi})\right\|_{0, T}+\left\|\frac{\eta}{\kappa}\left(\boldsymbol{\sigma}-\boldsymbol{\sigma}_{h}\right)\right\|_{0, T}\right\}\left\|\Phi_{e} \mathcal{L}\left(\zeta_{e}\right)\right\|_{0, T} \tag{4.41}
\end{equation*}
$$

Furthermore, by (4.29) and by construction of $\Phi_{e}$, we obtain $\left\|\Phi_{e} \mathcal{L}\left(\zeta_{e}\right)\right\|_{0, T} \leq\left\|\Phi_{e}^{1 / 2} \mathcal{L}\left(\zeta_{e}\right)\right\|_{0, T} \leq \gamma_{4} h_{e}^{1 / 2}\left\|\zeta_{e}\right\|_{0, e}$. This, together with estimates (4.14), (4.32) and (4.41), and the fact that $h_{e} \leq h_{T}$ for all $T \subset \omega_{e}$, gives

$$
\begin{equation*}
\left\|\zeta_{e}\right\|_{0, e} \leq \widehat{C} h_{e}^{-1 / 2} \sum_{T \subseteq \omega_{e}}\left(\left\|\boldsymbol{\sigma}-\boldsymbol{\sigma}_{h}\right\|_{\mathrm{div}, T}+h_{T}^{m+1}|\boldsymbol{\xi}|_{m+1, T}\right) . \tag{4.42}
\end{equation*}
$$

The result (4.37) follows by combining (4.40) and (4.42).
To prove (4.38), we proceed as in the proof of 4.37. Given $e \in \mathcal{E}_{h}\left(\Gamma_{p}\right)$, we let $\varrho_{e}:=\boldsymbol{\mathcal { P }}_{h}^{m}(\boldsymbol{\xi})-\rho \boldsymbol{g}-\frac{d p_{\Gamma}}{d \boldsymbol{s}}$. Since $p_{\Gamma}$ is assumed to be a piecewise polynomial, we use similar arguments as in (4.40) to obtain

$$
\begin{aligned}
\left\|\varrho_{e}\right\|_{0, e}^{2} & \leq \gamma_{2}\left\|\Phi_{T}^{1 / 2} \varrho_{e}\right\|_{0, e}^{2}=\gamma_{2} \int_{e}\left(\Phi_{e} \mathcal{L}\left(\varrho_{e}\right)\right) \varrho_{e} \\
& =\int_{T^{e}} \Phi_{e} \mathcal{L}\left(\varrho_{e}\right) \operatorname{rot}\left(\boldsymbol{\mathcal { P }}_{h}^{m}(\boldsymbol{\xi})-\boldsymbol{\xi}-\frac{\eta}{\kappa}\left(\boldsymbol{\sigma}-\boldsymbol{\sigma}_{h}\right)\right)-\int_{T_{e}}\left(\boldsymbol{\mathcal { P }}_{h}^{m}(\boldsymbol{\xi})-\boldsymbol{\xi}-\frac{\eta}{\kappa}\left(\boldsymbol{\sigma}-\boldsymbol{\sigma}_{h}\right)-\nabla p\right) \cdot \operatorname{curl}\left(\Phi_{e} \mathcal{L}\left(\varrho_{e}\right)\right),
\end{aligned}
$$

where $T_{e}$ denotes the only element of $\mathcal{T}_{h}$ having $e$ as an edge. Therefore, 4.38 follows by mimicking the steps in the proof of 4.37).

Finally, proceeding exactly as in the proof of [46, Lemma 4.14], we find

$$
\begin{aligned}
\left\|p_{\Gamma}-p_{h}\right\|_{0, e} & \leq C_{\mathrm{tr}}\left(h_{e}^{-1 / 2}\left\|p-p_{h}\right\|_{0, T}+h_{e}^{1 / 2}\left|p-p_{h}\right|_{1, T}\right) \\
& =C_{\mathrm{tr}}\left(h_{e}^{-1 / 2}\left\|p-p_{h}\right\|_{0, T}+h_{e}^{1 / 2}\left\|\rho \boldsymbol{g}-\frac{\eta}{\kappa} \boldsymbol{\sigma}_{h}-\frac{\eta}{\kappa}\left(\boldsymbol{\sigma}-\boldsymbol{\sigma}_{h}\right)-\nabla p_{h}\right\|_{1, T}\right) \\
& \leq C_{\mathrm{tr}}\left(h_{e}^{-1 / 2}\left\|p-p_{h}\right\|_{0, T}+h_{e}^{1 / 2}\left\|\nabla p_{h}-\rho \boldsymbol{g}+\frac{\eta}{\kappa} \boldsymbol{\sigma}_{h}\right\|_{0, T}+h_{e}^{1 / 2}\left\|\frac{\eta}{\kappa}\left(\boldsymbol{\sigma}-\boldsymbol{\sigma}_{h}\right)\right\|_{1, T}\right) .
\end{aligned}
$$

The result (4.39) then follows immediately from 4.35) and the fact that $h_{e} \leq h_{T}$.
We remark that 4.38 holds also when $p_{\Gamma}$ is sufficiently smooth. In this case, we can approximate this data by a Taylor polynomial approximation and obtain 4.38 with further higher order terms appearing on the right-hand side.

Next, we provide the upper bounds for the estimator terms in (4.2). Our general strategy consists of mimicking the proofs of the results in [34, Section 6] under further assumptions on the data. We have the following lemma.

Lemma 4.13. Suppose that $\boldsymbol{f}$ and $\boldsymbol{m}_{\Gamma}$ are piecewise polynomials. There exist constants $c_{6}, c_{7}>0$, independent of $\lambda$ and $h$, such that for all $T \in \mathcal{T}_{h}$ and $e \in \mathcal{E}_{h}\left(\Gamma_{p}\right)$,

$$
\begin{equation*}
h_{T}\left\|\boldsymbol{f}+\operatorname{div}\left(2 \mu \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}\right)-\phi_{h} \boldsymbol{I}\right)\right\|_{0, T} \leq c_{6}\left(\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|_{1, T}+\left\|\phi-\phi_{h}\right\|_{0, T}\right), \tag{4.43}
\end{equation*}
$$

$$
\begin{equation*}
h_{e}^{1 / 2}\left\|\boldsymbol{m}_{\Gamma}-\left(2 \mu \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}\right)-\phi_{h} \boldsymbol{I}\right) \boldsymbol{n}\right\|_{0, e} \leq c_{7}\left(\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|_{1, T}+\left\|\phi-\phi_{h}\right\|_{0, T}\right) . \tag{4.44}
\end{equation*}
$$

Furthermore, there exists a constant $c_{8}>0$, also independent of $\lambda$ and $h$, such that for all $e \in \mathcal{E}_{h}(\Omega)$,

$$
\begin{equation*}
h_{e}^{1 / 2}\left\|\llbracket\left(2 \mu \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}\right)-\phi_{h} \boldsymbol{I}\right) \boldsymbol{n} \rrbracket\right\|_{0, e} \leq c_{8} \sum_{T \subseteq \omega_{e}}\left(\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|_{1, T}+\left\|\phi-\phi_{h}\right\|_{0, T}\right) . \tag{4.45}
\end{equation*}
$$

Proof. We prove (4.43) and (4.45) using similar arguments as in the proof of Lemma 4.12 We define $\chi_{T}:=\boldsymbol{f}+$ $\boldsymbol{\operatorname { d i v }}\left(2 \mu \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}\right)-\phi_{h} \boldsymbol{I}\right)$ and $\boldsymbol{\chi}_{e}:=\llbracket\left(2 \mu \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}\right)-\phi_{h} \boldsymbol{I}\right) \boldsymbol{n} \rrbracket$. Then, applying 4.27) to $\left\|\boldsymbol{\chi}_{T}\right\|_{0, T}$, using that $\boldsymbol{f}=-\boldsymbol{\operatorname { d i v }}(2 \mu \boldsymbol{\varepsilon}(\boldsymbol{u})-\phi \boldsymbol{I})$ in $\Omega$ (cf. Lemma 2.3), integrating by parts, and finally using the inverse estimate 4.30, we obtain

$$
\begin{aligned}
\left\|\chi_{T}\right\|_{0, T}^{2} & \leq \gamma_{1}\left\|\Phi_{T}^{1 / 2} \chi_{T}\right\|_{0, T}^{2}=\gamma_{1} \int_{T} \Phi_{T} \chi_{T}^{2} \\
& =\gamma_{1} \int_{T} \Phi_{T} \chi_{T} \cdot\left(\boldsymbol{f}+\operatorname{div}\left(2 \mu \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}\right)-\phi_{h} \boldsymbol{I}\right)\right)=\gamma_{1} \int_{T} \Phi_{T} \chi_{T} \cdot \operatorname{div}\left(2 \mu \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}-\boldsymbol{u}\right)-\left(\phi_{h}-\phi\right) \boldsymbol{I}\right) \\
& =-\gamma_{1} \int_{T} \nabla\left(\Phi_{T} \chi_{T}\right):\left(2 \mu \varepsilon\left(\boldsymbol{u}_{h}-\boldsymbol{u}\right)-\left(\phi_{h}-\phi\right) \boldsymbol{I}\right) \leq C h_{T}^{-1}\left\|\Phi_{T} \chi_{T}\right\|_{0, T}\left\|2 \mu \varepsilon\left(\boldsymbol{u}_{h}-\boldsymbol{u}\right)-\left(\phi_{h}-\phi\right) \boldsymbol{I}\right\|_{0, T} .
\end{aligned}
$$

By 4.27), $\left\|\Phi_{T} \boldsymbol{\chi}_{T}\right\|_{0, T} \leq\left\|\chi_{T}\right\|_{0, T}$, thus $h_{T}\left\|\chi_{T}\right\|_{0, T} \leq \widetilde{C}\left(\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|_{1, T}+\left\|\phi-\phi_{h}\right\|_{0, T}\right)$ providing (4.43).
Next, denoting by $\mathcal{L}$ the vector operator defined componentwise by the extension $\mathcal{L}: C(e) \rightarrow C(T)$ introduced in Lemma 4.8 , using inequality (4.28), and integrating by parts, we find

$$
\begin{align*}
\left\|\chi_{e}\right\|_{0, e}^{2} & \leq \gamma_{2}\left\|\Phi_{e}^{1 / 2} \chi_{e}\right\|_{0, e}^{2}=\int_{e} \Phi_{e} \mathcal{L}\left(\chi_{e}\right) \cdot \chi_{e}=\int_{e} \Phi_{e} \mathcal{L}\left(\chi_{e}\right) \cdot\left(\chi_{e}+\llbracket(2 \mu \boldsymbol{\varepsilon}(\boldsymbol{u})-\phi \boldsymbol{I}) \boldsymbol{n} \rrbracket\right) \\
& =\sum_{T \subseteq \omega_{e}}\left\{\int_{T} \nabla\left(\Phi_{e} \mathcal{L}\left(\chi_{e}\right)\right):\left(2 \mu \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}-\boldsymbol{u}\right)-\left(\phi_{h}-\phi\right) \boldsymbol{I}\right)+\int_{T}\left(\Phi_{e} \mathcal{L}\left(\chi_{e}\right)\right) \cdot \chi_{T}\right\}  \tag{4.46}\\
& \leq \sum_{T \subseteq \omega_{e}} h_{T}^{-1}\left(\left\|2 \mu \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}-\boldsymbol{u}\right)-\left(\phi_{h}-\phi\right) \boldsymbol{I}\right\|_{0, T}+h_{T}\left\|\chi_{T}\right\|_{0, T}\right)\left\|\Phi_{e} \mathcal{L}\left(\chi_{e}\right)\right\|_{0, T} \\
& \leq \widehat{C} h_{e}^{1 / 2} \sum_{T \subseteq \omega_{e}} h_{T}^{-1}\left(\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|_{1, T}+\left\|\phi-\phi_{h}\right\|_{0, T}\right)\left\|\Phi_{e} \mathcal{L}\left(\chi_{e}\right)\right\|_{0, T} .
\end{align*}
$$

Similar to the steps in the proof of 4.37) we note that $\left\|\Phi_{e} \mathcal{L}\left(\chi_{e}\right)\right\|_{0, T} \leq \gamma_{4} h_{e}^{1 / 2}\left\|\chi_{e}\right\|$. Combined with (4.46) this implies

$$
h_{e}^{1 / 2}\left\|\chi_{e}\right\|_{0, e} \leq \bar{C} \sum_{T \subseteq \omega_{e}}\left(\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|_{1, T}+\left\|\phi-\phi_{h}\right\|_{0, T}\right),
$$

since $h_{e} \leq h_{T}$ for all $T \subseteq \omega_{e}$. The result (4.45) follows.
Finally, proceeding as in the proof of (4.38), it is not difficult to see that the proof of (4.45) is similar to that of (4.44).

Note again that, in the above lemma, if the data is sufficiently smooth instead of piecewise polynomial, then higher order terms arising from suitable polynomial approximations will appear on the corresponding right-hand sides.

The efficiency estimate $\sqrt{4.26}$ now follows directly from Lemmas $4.7,4.10,4.11,4.12$ and 4.13

### 4.3. Extension of the estimator to three dimensions

We briefly discuss the a posteriori error estimator in three dimensions.
Given a sufficiently smooth vector field $\boldsymbol{\tau}$, we let curl $\boldsymbol{\tau}:=\nabla \times \boldsymbol{\tau}$. Furthermore, we take a tetrahedralization $\mathcal{T}_{h}$ of $\bar{\Omega}$ and consider the same notation as in the introduction of Section 4 (replacing the word "edge" by "face"). Given a face $e \in \mathcal{E}_{h}(\Omega), \boldsymbol{\tau} \in \mathbf{L}^{2}(\Omega)$ and $\boldsymbol{\xi} \in\left[\mathrm{L}^{2}(\Omega)\right]^{3 \times 3}$, such that $\boldsymbol{\tau} \in[C(T)]^{3}$ and $\boldsymbol{\xi} \in[C(T)]^{3 \times 3}$ for all $T \in \mathcal{T}_{h}$, we let $\llbracket \boldsymbol{\tau} \times \boldsymbol{n} \rrbracket$ and $\llbracket \boldsymbol{\xi} \boldsymbol{n} \rrbracket$ be the corresponding jumps across $e$, namely, $\llbracket \boldsymbol{\tau} \times \boldsymbol{n} \rrbracket:=\left\{\left.\left(\left.\boldsymbol{\tau}\right|_{T}\right)\right|_{e}-\left.\left(\left.\boldsymbol{\tau}\right|_{T^{\prime}}\right)\right|_{e}\right\} \times \boldsymbol{n}$ and $\llbracket \boldsymbol{\xi} \boldsymbol{n} \rrbracket:=\left\{\left.\left(\left.\boldsymbol{\xi}\right|_{T}\right)\right|_{e}-\left.\left(\left.\boldsymbol{\xi}\right|_{T^{\prime}}\right)\right|_{e}\right\} \boldsymbol{n}$, respectively, where $T$ and $T^{\prime}$ are the elements of $\mathcal{T}_{h}$ sharing a face $e$.

The local error indicator $\Theta_{f, T}$ now reads

$$
\begin{aligned}
\Theta_{f, T}^{2}:= & h_{T}^{2}\left\|\nabla p_{h}-\rho \boldsymbol{g}+\frac{\eta}{\kappa} \boldsymbol{\sigma}_{h}\right\|_{0, T}^{2}+h_{T}^{2}\left\|\operatorname{curl}\left(\frac{\eta}{\kappa} \boldsymbol{\sigma}_{h}-\rho \boldsymbol{g}\right)\right\|_{0, T}^{2}+\sum_{e \in \mathcal{E}(T) \cap \mathcal{E}_{h}(\Omega)} h_{e}\| \|\left(\frac{\eta}{\kappa} \boldsymbol{\sigma}_{h}-\rho \boldsymbol{g}\right) \times \boldsymbol{n}\| \|_{0, e}^{2} \\
& +\sum_{e \in \mathcal{E}(T) \cap \mathcal{E}_{h}\left(\Gamma_{p}\right)}\left\{h_{e}\left\|p_{\Gamma}-p_{h}\right\|_{0, e}^{2}+h_{e}\left\|\left(\frac{\eta}{\kappa} \boldsymbol{\sigma}_{h}-\rho \boldsymbol{g}\right) \times \boldsymbol{n}+\nabla p_{\Gamma} \times \boldsymbol{n}\right\|_{0, e}^{2}\right\},
\end{aligned}
$$

while the error indicators $\Theta_{s, T}$ and $\Theta_{s f, T}$ are defined as for the two-dimensional case in 4.2) and (4.4), respectively. We then set the global indicator as in (4.1).

All the results for the reliability estimate in Section 4.1 hold also in the three-dimensional case, except the upper bound for $\left\|\mathcal{F}_{2}\right\|_{\mathbf{Z}^{\prime}}$ in Section 4.1.2. To bound this term, we require the following three results.

We require the 3D analogue of 4.24). This is an immediate consequence of the identity

$$
\langle\operatorname{curl} \boldsymbol{\varphi} \cdot \boldsymbol{n}, \boldsymbol{\chi}\rangle_{\Gamma_{p}}=-\langle\nabla \chi \times \boldsymbol{n}, \boldsymbol{\varphi}\rangle_{\Gamma} \quad \forall \boldsymbol{\varphi}, \boldsymbol{\chi} \in \mathbf{H}^{1}(\Omega) .
$$

Its proof, like in the 2D case, follows from [48, Lemma 3.5].
We require also the following integration by parts formula:

$$
\int_{T} \operatorname{curl} \boldsymbol{\tau} \cdot \chi-\int_{T} \boldsymbol{\tau} \cdot \operatorname{curl} \boldsymbol{\chi}=\langle\boldsymbol{\tau} \times \boldsymbol{n}, \chi\rangle_{\partial T}
$$

for all $\boldsymbol{\tau} \in \mathbf{H}(\operatorname{curl} ; \Omega):=\left\{\boldsymbol{\tau} \in \mathbf{L}^{2}(\Omega): \operatorname{curl} \boldsymbol{\tau} \in \mathbf{L}^{2}(\Omega)\right\}$ and $\boldsymbol{\chi} \in \mathbf{H}^{1}(\Omega)$. Above, $\langle\cdot, \cdot\rangle_{\partial T}$ stands for the duality pairing between $\mathbf{H}^{-1 / 2}(\partial T)$ and $\mathbf{H}^{1 / 2}(\partial T)$.

Finally, the stable Helmholtz decomposition in Lemma4.4 is also valid in this case (see [54, Theorem 3.2]), where $\operatorname{curl} \varphi$ in $(4.21)$ is replaced by $\operatorname{curl} \varphi\left(\varphi \in \mathbf{H}_{\Gamma_{u}}^{1}(\Omega)\right)$. A proof for the upper bound for $\left\|\mathcal{F}_{2}\right\|_{\mathbf{Z}^{\prime}}$, the proof of the reliability of $\Theta$, as well as the efficiency estimate, proceed now as in the two-dimensional case.

## 5. Numerical examples

We present several tests illustrating the performance of the Galerkin scheme (3.2), verifying the reliability and efficiency of the a posteriori error estimator $\Theta$, and confirming the locking-free estimates. All simulations were implemented using the FEniCS library [55]. As a direct solver we used the Multifrontal Massively Parallel Solver MUMPS [56]. In all our examples we use the finite element spaces (3.9]-(3.12].

In what follows, we denote by $N$ the total number of degrees of freedom. The global error and the effectivity index associated to the global estimator $\Theta$ are denoted, respectively, by

$$
\mathrm{e}(\boldsymbol{u}, \phi, \boldsymbol{\sigma}, p):=\left\{\mathrm{e}(\boldsymbol{u})^{2}+\mathrm{e}(\phi)^{2}+\mathrm{e}(\boldsymbol{\sigma})^{2}+\mathrm{e}(p)^{2}\right\}^{1 / 2} \quad \text { and } \quad \operatorname{eff}(\Theta):=\mathrm{e}(\boldsymbol{u}, \phi, \boldsymbol{\sigma}, p) / \Theta
$$

where

$$
\mathrm{e}(\boldsymbol{u}):=\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|_{1, \Omega}, \quad \mathrm{e}(\phi):=\left\|\phi-\phi_{h}\right\|_{0, \Omega}, \quad \mathrm{e}(\boldsymbol{\sigma}):=\left\|\boldsymbol{\sigma}-\boldsymbol{\sigma}_{h}\right\|_{\mathrm{div}, \Omega}, \quad \mathrm{e}(p):=\left\|p-p_{h}\right\|_{0, \Omega} .
$$

Moreover, using the fact that $c N^{-1 / d} \leq h \leq C N^{-1 / d}$, the experimental rate of convergence of any of the above quantities will be computed as

$$
\text { rate }:=-d\left[\log \left(\mathrm{e} / \mathrm{e}^{\prime}\right) / \log \left(N / N^{\prime}\right)\right]
$$

where $N$ and $N^{\prime}$ denote the total degrees of freedom associated to two consecutive triangulations with errors e and $\mathrm{e}^{\prime}$.
The examples to be considered in this section are described next. Example 1 is used to explore the performance of the two-dimensional Galerkin scheme (3.2) and the a posteriori error estimator $\Theta$ under a quasi-uniform refinement, especially in the presence of volumetric locking. Furthermore, the two and three-dimensional simulations in Examples 2,3 and 4 demonstrate the behavior of the adaptive algorithm associated to $\Theta$, which reads as follows:

1. Start with a coarse mesh $\mathcal{T}_{h}$ of $\bar{\Omega}$.
2. Solve the discrete problem (3.2) on the current mesh.
3. Compute $\Theta_{T}$ for each $T \in \mathcal{T}_{h}$.
4. Check the stopping criterion and decide whether to finish or go to the next step.
5. Use Plaza and Carey's algorithm [57] to refine each $T^{\prime} \in \mathcal{T}_{h}$ satisfying:

$$
\left.\Theta_{T^{\prime}} \geq C_{\text {per }} \max \left\{\Theta_{T}: T \in \mathcal{T}_{h}\right\} \text { for some } C_{\text {per }} \in\right] 0,1[.
$$

6. Define the resulting mesh as the current mesh $\mathcal{T}_{h}$, and go to step 2 .

Note that the above procedure is the usual adaptive refinement strategy from [50], except that the classical blue-green refinement has been replaced by step 5 .

### 5.1. Example 1: Accuracy assessment

This first example is aimed at evaluating the accuracy of the method, as well as the properties of the a posteriori error estimator through the effectivity index $\operatorname{eff}(\Theta)$, under a quasi-uniform refinement strategy. To that end, we consider the domain $\Omega:=] 0,3 / 2[\times] 0,1\left[\right.$ and split its boundary into $\Gamma_{u}:=\left\{\left(x_{1}, x_{2}\right)^{T} \in \mathbb{R}^{2}: x_{1}=0\right.$ or $\left.x_{2}=1\right\}$ and $\Gamma_{p}:=\left\{\left(x_{1}, x_{2}\right)^{T} \in \mathbb{R}^{2}: x_{1}=3 / 2\right.$ or $\left.x_{2}=0\right\}$. We choose the data $\boldsymbol{f}, \ell, p_{\Gamma}$ and $\boldsymbol{m}_{\Gamma}$ such that the solution of problem (2.2) is given by $\boldsymbol{u}:=\left(u_{1}, u_{2}\right)^{T}$, where $u_{1}\left(x_{1}, x_{2}\right):=0.1\left(\sin \left(\pi x_{1}\right) \cos \left(\pi x_{2}\right)+\frac{x_{1}^{2}}{2 \lambda}\right)$ and $u_{2}\left(x_{1}, x_{2}\right):=$ $0.1\left(-\cos \left(\pi x_{1}\right) \sin \left(\pi x_{2}\right)+\frac{x_{2}^{2}}{2 \lambda}\right)$, and $p\left(x_{1}, x_{2}\right):=\pi \sin \left(\pi x_{1}\right) \sin \left(\pi x_{2}\right)$, and $\phi$ and $\sigma$ defined as in 2.2b) and 2.2c), respectively, with $\boldsymbol{g}:=(0,1)^{T}$.

In Table 1 we present the convergence history obtained for this example under the following non-dimensional model parameters: $\eta=\alpha=\rho=1, c_{0}=10^{-3}, \kappa\left(x_{1}, x_{2}\right):=1+\sin ^{2}\left(\pi x_{1}\right) \cos ^{2}\left(\pi x_{2}\right), E=100, g=(0,0,-1)^{T}$ and three cases for the Poisson ratio, $v=0.35, v=0.4$ and $v=0.4999$. From Table 1 we conclude that there are almost no differences between the corresponding errors when varying $v$. This confirms that the estimates given by Lemma 3.1 are independent of $\lambda:=2 E /[(1-2 v)(1+v)]$, i.e., our conforming scheme 3.2 is locking-free. Moreover, for each value of $v$, the effectivity index $\operatorname{eff}(\Theta)$ remains bounded, thus verifying the reliability and efficiency of the $a$ posteriori error estimator $\Theta$.

It is worth mentioning that it is desirable to have $\operatorname{eff}(\Theta) \rightarrow 1$ as $h \rightarrow 0$. For the four-field poroelasticity equations, we claim that $\operatorname{eff}(\Theta)$ is affected by the values of $\eta / \kappa$ in 2.2 c . To show this, we use the same model parameters as before, fix $v=0.4$, and consider the cases of $\eta / \kappa=10^{4}, \eta / \kappa=10^{0}$ and $\eta / \kappa=10^{-4}$. The decay of the corresponding total errors with respect to the total number of degrees of freedom, as well as the effectivity indexes, using a quasiuniform refinement strategy are depicted in Figure 1. From these results, we conclude that the method is not robust with respect to the ratio $\eta / \kappa$. Moreover, in two cases the effectivity index is far from 1 and for all cases the effectivity index differs from each other, but is still bounded. This behavior is not surprising since our a posteriori and a priori error estimates may depend on $\eta / \kappa$. Despite this, we proceed as in [58] to modify e $(\boldsymbol{u}, \phi, \boldsymbol{\sigma}, p)$ in such a way that $\operatorname{eff}(\Theta)$ is closer to 1 . For this, we first introduce the estimator terms $\Theta_{i}(i=1, \ldots, 10)$ given by $\Theta_{i}^{2}:=\sum_{T \in \mathcal{T}_{h}} \widehat{\Theta}_{i}^{2}$, where

$$
\begin{array}{ll}
\widehat{\boldsymbol{\Theta}}_{1}^{2}:=\left\|\left(c_{0}+\frac{\alpha^{2}}{\lambda}\right) p_{h}-\frac{\alpha}{\lambda} \phi_{h}+\operatorname{div} \boldsymbol{\sigma}_{h}-\ell\right\|_{0, T}^{2}, & \widehat{\Theta}_{2}^{2}:=h_{T}^{2}\left\|\boldsymbol{f}+\operatorname{div}\left(2 \mu \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}\right)-\phi_{h} \boldsymbol{I}\right)\right\|_{0, T}^{2}, \\
\widehat{\boldsymbol{\Theta}}_{3}^{2}:=h_{T}^{2}\left\|\operatorname{rot}\left(\frac{\eta}{\kappa} \boldsymbol{\sigma}_{h}-\rho \boldsymbol{g}\right)\right\|_{0, T}^{2}, & \widehat{\Theta}_{4}^{2}:=\left\|\frac{1}{\lambda}\left(\phi_{h}-\alpha p_{h}\right)+\operatorname{div} \boldsymbol{u}_{h}\right\|_{0, T}^{2}, \\
\widehat{\boldsymbol{\Theta}}_{5}^{2}:=\sum_{e \in \mathcal{E}(T) \cap \mathcal{E}_{h}\left(\Gamma_{p}\right)} h_{e}\left\|\left(\frac{\eta}{\kappa} \boldsymbol{\sigma}_{h}-\rho \boldsymbol{g}\right) \cdot \boldsymbol{s}+\frac{d p_{\Gamma}}{d \boldsymbol{s}}\right\|_{0, e}^{2}, & \widehat{\boldsymbol{\Theta}}_{6}^{2}:=\sum_{e \in \mathcal{E}(T) \cap \mathcal{E}_{h}\left(\Gamma_{p}\right)} h_{e}\left\|p_{\Gamma}-p_{h}\right\|_{0, e}^{2}, \\
\widehat{\boldsymbol{\Theta}}_{7}^{2}:=\sum_{e \in \mathcal{E}(T) \cap \mathcal{E}_{h}\left(\Gamma_{p}\right)} h_{e}\left\|\boldsymbol{m}_{\Gamma}-\left(2 \mu \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}\right)-\phi_{h} \boldsymbol{I}\right) \boldsymbol{n}\right\|_{0, e}^{2}, \quad \widehat{\boldsymbol{\Theta}}_{8}^{2}:=\sum_{e \in \mathcal{E}(T) \cap \mathcal{E}_{h}(\Omega)} h_{e}\| \|\left(\frac{\eta}{\kappa} \boldsymbol{\sigma}_{h},-\rho \boldsymbol{g}\right) \cdot \boldsymbol{s}\| \|_{0, e}^{2}, \\
\widehat{\boldsymbol{\Theta}}_{9}^{2}:=\sum_{e \in \mathcal{E}(T) \cap \mathcal{E}_{h}(\Omega)} h_{e}\left\|\llbracket\left(2 \mu \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}\right)-\phi_{h} \boldsymbol{I}\right) \boldsymbol{n}\right\| \|_{0, e}^{2}, & \widehat{\boldsymbol{\Theta}}_{10}^{2}:=h_{T}^{2}\left\|\nabla p_{h}-\rho \boldsymbol{g}+\frac{\eta}{\kappa} \boldsymbol{\sigma}_{h}\right\|_{0, T}^{2} .
\end{array}
$$

The history of convergence of these estimator terms for the three values of $\eta / \kappa$ are shown in Figure 2. Although $\Theta_{1}>\Theta_{i}$ for all $i=2, \ldots, 10$ when $\kappa / \eta=10^{-4}$, the results for $\kappa / \eta=10^{0}$ and $\kappa / \eta=10^{4}$ allow us to conjecture that the global estimator $\Theta$ focuses on refining where the divergence of $2 \mu \boldsymbol{\varepsilon}\left(\boldsymbol{u}-\boldsymbol{u}_{h}\right)-\left(\phi-\phi_{h}\right) \boldsymbol{I}$ (associated to $\left.\Theta_{2}\right)$ is large. Inspired by [58], this situation leads us to consider, under further regularity of the solution, the modified total error and effectivity index given by

$$
\widehat{\mathrm{e}}(\boldsymbol{u}, \phi, \boldsymbol{\sigma}, p):=\left\{\mathrm{e}(\boldsymbol{u}, \phi, \boldsymbol{\sigma}, p)^{2}+\sum_{T \in \mathcal{T}_{h}} h_{T}^{2}\left\|\operatorname{div}\left(2 \mu \boldsymbol{\varepsilon}\left(\boldsymbol{u}-\boldsymbol{u}_{h}\right)-\left(\phi-\phi_{h}\right) \boldsymbol{I}\right)\right\|_{0, T}^{2}\right\}^{1 / 2} \quad \text { and } \quad \widehat{\mathrm{eff}}(\Theta):=\widehat{\mathrm{e}}(\boldsymbol{u}, \phi, \boldsymbol{\sigma}, p) / \Theta,
$$

respectively. The left panel of Figure 3 illustrates the updated history of convergence, whereas the associated effectivity indexes are shown on the right panel. It can be concluded that, in general, $\widehat{\operatorname{eff}}(\Theta)$ is much closer to 1 than eff( $(\Theta)$.

| $v=0.35$ |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ | $\mathrm{e}(\boldsymbol{u})$ |  | $\mathrm{e}(\phi)$ |  | $\mathrm{e}(\boldsymbol{\sigma})$ |  | $\mathrm{e}(p)$ |  | $\mathrm{e}(\boldsymbol{u}, \phi, \boldsymbol{\sigma}, p)$ |  | eff( $($ ) |
|  | error | rate | error | rate | error | rate | error | rate | error | rate |  |
| 220 | 6.16e-02 |  | 4.08e-01 |  | $1.13 \mathrm{e}+01$ | - | 2.96e-01 | - | $1.14 \mathrm{e}+01$ | - | 0.390 |
| 762 | 1.65e-02 | 2.12 | 1.09e-01 | 2.13 | $3.21 \mathrm{e}+00$ | 2.03 | 8.03e-02 | 2.10 | $3.21 \mathrm{e}+00$ | 2.03 | 0.410 |
| 3146 | 3.87e-03 | 2.05 | 2.44e-02 | 2.11 | 7.85e-01 | 1.99 | 1.93e-02 | 2.01 | 7.86e-01 | 1.99 | 0.438 |
| 11664 | 1.03e-03 | 2.02 | 6.41e-03 | 2.04 | 2.11e-01 | 2.00 | 5.02e-03 | 2.05 | 2.11e-01 | 2.00 | 0.449 |
| 46975 | 2.48e-04 | 2.05 | $1.49 \mathrm{e}-03$ | 2.09 | 5.23e-02 | 2.00 | 1.22e-03 | 2.03 | 5.24e-02 | 2.00 | 0.457 |
| 186597 | 6.23e-05 | 2.00 | 3.72e-04 | 2.02 | $1.31 \mathrm{e}-02$ | 2.00 | 3.07e-04 | 2.00 | $1.31 \mathrm{e}-02$ | 2.00 | 0.455 |
| 744791 | $1.56 \mathrm{e}-05$ | 2.00 | 9.28e-05 | 2.01 | 3.32e-03 | 1.99 | 7.69e-05 | 2.00 | 3.32e-03 | 1.99 | 0.459 |
| $v=0.4$ |  |  |  |  |  |  |  |  |  |  |  |
| $N$ | e(u) |  | e( $\phi$ ) |  | $\mathrm{e}(\boldsymbol{\sigma})$ |  | $\mathrm{e}(p)$ |  | $\mathrm{e}(\boldsymbol{u}, \phi, \boldsymbol{\sigma}, p)$ |  |  |
|  | error | rate | error | rate | error | rate | error | rate | error | rate | eff( $(\Theta)$ |
| 220 | 6.17e-02 | - | 4.48e-01 | - | $1.13 \mathrm{e}+01$ | - | 2.96e-01 | - | $1.14 \mathrm{e}+01$ | - | 0.400 |
| 762 | 1.66e-02 | 2.12 | $1.13 \mathrm{e}-01$ | 2.22 | $3.21 \mathrm{e}+00$ | 2.03 | 8.03e-02 | 2.10 | $3.21 \mathrm{e}+00$ | 2.03 | 0.420 |
| 3146 | 3.88e-03 | 2.05 | 2.50e-02 | 2.13 | $7.85 \mathrm{e}-01$ | 1.99 | 1.93e-02 | 2.01 | 7.86e-01 | 1.99 | 0.448 |
| 11664 | 1.03e-03 | 2.02 | 6.49e-03 | 2.06 | 2.11e-01 | 2.00 | 5.02e-03 | 2.05 | 2.11e-01 | 2.00 | 0.460 |
| 46975 | 2.48e-04 | 2.05 | 1.50e-03 | 2.11 | 5.23e-02 | 2.00 | 1.22e-03 | 2.03 | 5.24e-02 | 2.00 | 0.467 |
| 186597 | 6.23e-05 | 2.00 | 3.72e-04 | 2.02 | $1.31 \mathrm{e}-02$ | 2.00 | 3.07e-04 | 2.00 | $1.31 \mathrm{e}-02$ | 2.00 | 0.465 |
| 744791 | $1.56 \mathrm{e}-05$ | 2.00 | 9.24e-05 | 2.01 | 3.32e-03 | 1.99 | 7.69e-05 | 2.00 | 3.32e-03 | 1.99 | 0.470 |
| $v=0.4999$ |  |  |  |  |  |  |  |  |  |  |  |
| $N$ | $\mathrm{e}(\boldsymbol{u})$ |  | $\mathrm{e}(\phi)$ |  | $\mathrm{e}(\boldsymbol{\sigma})$ |  | $\mathrm{e}(p)$ |  | $\mathrm{e}(\boldsymbol{u}, \phi, \boldsymbol{\sigma}, p)$ |  |  |
|  | error | rate | error | rate | error | rate | error | rate | error | rate | eff( $(\Theta)$ |
| 220 | 6.19e-02 | - | 8.81e-01 | - | $1.13 \mathrm{e}+01$ | - | 2.96e-01 | - | $1.14 \mathrm{e}+01$ | - | 0.415 |
| 762 | 1.66e-02 | 2.12 | 1.51e-01 | 2.84 | $3.21 \mathrm{e}+00$ | 2.03 | 8.04e-02 | 2.10 | $3.22 \mathrm{e}+00$ | 2.04 | 0.437 |
| 3146 | 3.88e-03 | 2.05 | 2.95e-02 | 2.30 | 7.85e-01 | 1.99 | 1.93e-02 | 2.01 | 7.86e-01 | 1.99 | 0.468 |
| 11664 | 1.03e-03 | 2.02 | 7.16e-03 | 2.16 | 2.11e-01 | 2.00 | 5.02e-03 | 2.05 | 2.11e-01 | 2.00 | 0.480 |
| 46975 | 2.48e-04 | 2.05 | 1.57e-03 | 2.18 | 5.23e-02 | 2.00 | 1.22e-03 | 2.03 | 5.24e-02 | 2.00 | 0.487 |
| 186597 | 6.24e-05 | 2.00 | 3.84e-04 | 2.05 | 1.31e-02 | 2.00 | 3.08e-04 | 2.00 | $1.31 \mathrm{e}-02$ | 2.00 | 0.485 |
| 744791 | $1.56 \mathrm{e}-05$ | 2.00 | 9.46e-05 | 2.02 | 3.32e-03 | 1.99 | 7.69e-05 | 2.00 | 3.32e-03 | 1.99 | 0.490 |

Table 1: Example 1: Convergence history of the errors under a quasi-uniform refinement strategy and different values of the Poisson ratio $v$.

### 5.2. Example 2: Domain with corner singularity

In this example we set the model parameters (in non-dimensional form) as follows: $c_{0}=\eta=0.01, E=100$, $\alpha=1$ and $v=0.35$. Furthermore, we neglect gravity effects and consider the inverted L -shaped domain $\Omega:=$ $]-1,1[\times]-1,1\left[\backslash[0,1] \times[-1,0]\right.$, with boundary parts $\left.\Gamma_{p}:=\right]-1,1\left[\times\{1\}\right.$ and $\Gamma_{u}:=\Gamma \backslash \bar{\Gamma}_{p}$. The manufactured solution in polar coordinates is given by $\boldsymbol{u}:=\left(u_{1}, u_{2}\right)^{T}$, where $u_{1}(r, \theta):=r^{2 / 3} \sin (2 \theta / 3)$ and $u_{2}(r, \theta):=r^{2 / 3} \cos (2 \theta / 3)$, and $p(r, \theta):=1, \phi(r, \theta):=\alpha$ and $\sigma(r, \theta):=\mathbf{0}$, with corresponding data. Note that $\Gamma_{u}$ does not satisfy the geometrical assumption made in Lemma 4.4, which means that further regularity of the solution on a bigger convex domain needed


Figure 1: Example 1: Log-log plots of $N$ vs e $(\boldsymbol{u}, \phi, \boldsymbol{\sigma}, p)$ (left) and eff $(\Theta)$ (right) for a quasi-uniform refinement strategy and different values of the ratio $\eta / \kappa$.


Figure 2: Example 1: Log-log plots of $N$ vs $\Theta_{i}(i=1, \ldots, 10)$ for a quasi-uniform refinement strategy and different values of the ratio $\eta / \kappa$.


Figure 3: Example 1: Log-log plots of $N$ vs $\widehat{\mathrm{e}}(\boldsymbol{u}, \phi, \boldsymbol{\sigma}, p)$ (left) and $\widehat{\operatorname{eff}}(\Theta)$ (right) for a quasi-uniform refinement strategy and different values of the ratio $\eta / \kappa$.
by the Helmholtz decomposition (cf. 4.21]) cannot be guarantied theoretically (see [54] for more details). We omit this fact for the sake of convenience. Furthermore, we note that a negative power of the radius $r$ appears when taking partial derivatives of the components of the displacements; this implies a singularity at the origin. It is well-known that in this case a convergence of $O\left(h^{2 / 3-\delta}\right)$ (with some $\delta>0$ ) is expected from Theorem 3.3

In Figure 4 we report the history of convergence of the total error for quasi-uniform and adaptive refinement strategies. It is clear that the errors using the adaptive refinement are considerably smaller than when using quasi-uniform refinement. Moreover, the adaptive procedure reduces the magnitude of e $(\boldsymbol{u}, \boldsymbol{\phi}, \boldsymbol{\sigma}, p)$ with optimal convergence of $O\left(h^{2}\right)$. Some adapted meshes obtained with $C_{\text {per }}=0.2$ are depicted in Figure 5 , where it is evident that the a posteriori error estimator $\Theta$ detects the singularity.


Figure 4: Example 2: Log-log plot of $\mathrm{e}(\boldsymbol{u}, \phi, \boldsymbol{\sigma}, p)$ vs $N$ for both refinement strategies $\left(C_{\text {per }}=0.2\right)$.


Figure 5: Example 2: Initial mesh and two adapted meshes obtained with the adaptive algorithm and $C_{\text {per }}=0.2$.

### 5.3. Example 3: Three-dimensional L-shaped domain

We next consider a three-dimensional L-shaped domain as shown in the left panel of Figure 6. For this example we consider the following non-dimensional model parameters: $c_{0}=0.01, \eta=\alpha=\rho=1, E=10$, $\kappa=0.05$ and $v=0.4999$. Furthermore, the manufactured exact solution is defined as follows: $\boldsymbol{u}:=\left(u_{1}, u_{2}, u_{3}\right)^{T}$, where $u_{1}\left(x_{1}, x_{2}, x_{3}\right):=0.1\left(4\left(x_{2}^{3}-6 x_{3}^{5}+15 x_{3}^{2}\right)+\frac{x_{1}^{2}}{\lambda}\right), u_{2}\left(x_{1}, x_{2}, x_{3}\right):=0.1\left(2\left(x_{2}-10\right) x_{3}+\frac{x_{2}^{2}}{\lambda}\right)$ and $u_{3}\left(x_{1}, x_{2}, x_{3}\right):=$ $0.1\left(x_{3}^{2}+\frac{x_{3}^{2}}{\lambda}\right), p\left(x_{1}, x_{2}, x_{3}\right):=x_{1} x_{3}^{4}-30 x_{2}^{3}+x_{3}^{2}+\frac{0.1\left(1.2-x_{3}\right)}{\left[\left(1.05-x_{1}\right)^{2}+\left(1.05-x_{3}\right)^{2}\right]}$, and $\phi$ and $\sigma$ are defined as in (2.2b) and 2.2c), respectively, with $g:=(0,0,-1)^{T}$. We notice that the partial derivatives of $p$ exhibit singularities along the line $\left\{\left(x_{1}, x_{2}, x_{3}\right)^{T} \in \mathbb{R}^{3}: x_{1}=x_{3}=1.05\right\}$ so that high gradients of $p$ are likely to occur near the re-entrant edge of the domain.

The right panel of Figure6illustrates the decay of the total error with respect to $N$ for quasi-uniform and adaptive refinement strategies. A suboptimal rate of convergence is observed using quasi-uniform refinement. In contrast, the adaptive algorithm restores the optimal rate of convergence (i.e., $O\left(h^{2}\right)$ ) and reduces the magnitude of e $(\boldsymbol{u}, \phi, \boldsymbol{\sigma}, p)$ by marking the mesh elements near the re-entrant edge, as shown in Figure 7


Figure 6: Example 3: Domain configuration (left) and log-log plot of $\mathrm{e}(\boldsymbol{u}, \phi, \boldsymbol{\sigma}, p)$ vs $N$ for both refinement strategies (right). The adaptive algorithm was carried out with $C_{\text {per }}=0.5$.


Figure 7: Example 3: Initial mesh and three adapted meshes obtained with the adaptive algorithm and $C_{\mathrm{per}}=0.5$.

### 5.4. Example 4: Simple-poroelastic brain model

In our final example we present a 3D computation illustrating the cerebrospinal fluid-tissue interaction in the human brain. For this, we use the Colin 27 mesh [59] as our initial mesh, see Figure 8 . We neglect effects due to gravity.


Figure 8: Left, posterior and right, lateral views of the initial mesh (with 99605 elements) used in Example 4. The inner ventricular boundary is shown in red.

The material properties in our simulations are: $E=1500[\mathrm{~Pa}], \alpha=0.25, c_{0}=3 \cdot 10^{-4}$ and $\eta=100[\mathrm{~Pa} \cdot \mathrm{~s}]$. These are inspired by the numerical example of [60, Section 6]. We also consider three cases for the permeability, $\kappa=3.75\left[\mathrm{~mm}^{2}\right], \kappa=1.57 \cdot 10^{-1}\left[\mathrm{~mm}^{2}\right]$ and $\kappa=1.57 \cdot 10^{-3}\left[\mathrm{~mm}^{2}\right]$, and set $\Gamma_{u}$ and $\Gamma_{p}$ as the skull (outer boundary) and the ventricles (inner boundary) of the brain, respectively. Note that $\Gamma_{u}$ does not satisfy the geometrical assumption made in the three-dimensional Helmholtz decomposition (see Lemma 4.4 for details in the two-dimensional case).

We simply omit this fact and continue by imposing the following boundary conditions:

$$
\begin{gathered}
p=799.92[\mathrm{~Pa}] \text { and }(2 \mu \boldsymbol{\varepsilon}(\boldsymbol{u})-\phi \boldsymbol{I}) \boldsymbol{n}=-199.98 \boldsymbol{n} \text { on } \Gamma_{p}, \\
\boldsymbol{u}=\mathbf{0} \text { and } \boldsymbol{\sigma} \cdot \boldsymbol{n}=0 \quad \text { on } \Gamma_{\boldsymbol{u}} .
\end{gathered}
$$

In Figure 9 we observe that there is little displacement when the brain behaves like an elastic material ( $v=0.4999$ ). Lowering the Poisson ratio to $v=0.34$, the material is able to relax resulting in more displacement. In the first column we furthermore observe that increasing the permeability results in more displacement. This is due to a higher filtration rate of the fluid. As expected, in the elastic limit there is little effect on the displacement when increasing the permeability. In Figure 10 we observe compressibility effects due to high filtration when permeability is large, both for high $(v=0.4999)$ and low ( $v=0.34$ ) Poisson ratios. Finally, the 5 th adapted mesh for the case $v=0.4999$ and $\kappa=1.57 \cdot 10^{-3}\left[\mathrm{~mm}^{2}\right]$ is depicted in Figure 11, from which it is concluded that the adaptive algorithm refines near the ventricles. It is here where the pressures and displacement are highest.

## 6. Concluding remarks

We have introduced a conforming approximation of a four-field formulation for Biot's consolidation model. We have proven a priori and a posteriori error bounds which are independent of the modulus of dilation. These estimates have been verified by numerical experiments in 2D and 3D. In particular, an adaptive algorithm associated to the proposed a posteriori error estimator has been shown to be a powerful tool to improve the accuracy of the approximation under complex situations, such as high gradients or singularities of the solution. Moreover, it can be used to reduce the computational cost given by the mesh refinement process. These results are very promising, especially in the context of our fourth example in Section 5] because its generalization to the multiple-network model [60] can be used, for example, to study hydrocephalus [61], cerebral oedema [62], and risk factors associated with early stages of Alzheimer's disease [63].

On the other hand, further research is needed to obtain robust methods with respect to the ratio between the viscosity of the pore fluid and the permeability of the porous solid. This is ongoing work.
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