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Abstract. The weighted Sitting Closer to Friends than Enemies (SCFE) problem is to find an4
injection of the vertex set of a given weighted graph into a given metric space so that, for every pair5
of incident edges with different weight, the end vertices of the heavier edge are closer than the end6
vertices of the lighter edge. In this work, we provide a characterization of the set of weighted graphs7
with an injection in R that satisfies the restrictions of the weighted SCFE problem. Indeed, given a8
weighted graph G, we define a polyhedron M(G)x ≤ b, and show that a weighted graph G has an9
injection that solves the weighted SCFE problem in R if and only if M(G)x ≤ b is not empty. As10
a consequence of this result, we conclude that deciding the existence of, and constructing such an11
injection for a given complete weighted graph can be done in polynomial time. On the other hand,12
we show that deciding if an incomplete weighted graph has such an injection in R is NP-Complete.13
Nevertheless, we prove that if the number of missing edges is constant, such decision can be done in14
polynomial time.15
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1. Introduction. Consider a data set. The task is to construct a graphic rep-19

resentation of the data set so that similarities between data points are graphically20

expressed. To complete this task, the only information available is a similarity matrix21

of the data set, i. e., a square matrix whose entry ij contains a similarity measure22

between data points i and j (the larger the value the more similar the data points23

are). Hence, the task is to draw all data points in a paper so that for every three data24

points i, j, and k, if i is at least as similar to j than k, then i should be placed closer25

in the drawing to j than k. In colloquial words, for each data point j, the farther the26

other data points are, the less similar they are to j.27

A slightly simpler version of this problem, introduced in [12], has been studied28

under the name of the Sitting Closer to Friends than Enemies (SCFE) problem. The29

SCFE problem uses signed graphs as an input. Therefore, the similarity matrix has30

entries 1 and −1, representing similarity and dissimilarity, or friendship and enmity31

between the data points, from where the problem obtains its name. The SCFE prob-32

lem has been studied in the real line [12, 7, 18] and in the circumference [2] (which33

means that the paper is the real line or the circumference). In both cases, the real34

line and the circumference, it has been shown that deciding the existence of such an35

injection for a given signed graph is NP-Complete. Nevertheless, in both cases again,36

when the problem is restricted to complete signed graphs there exists a characteri-37

zation of the families of complete signed graphs that admit a solution for the SCFE38

problem and it can be decided in polynomial time [12, 2]. Therefore, a natural next39

step is to consider now the case when similarities range in an extended set of values.40
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2 J. ARACENA AND C. THRAVES CARO

Here, we consider the case when similarities are restricted to be positive values, and41

two points are more similar if their similarity value is larger.42

The SCFE problem in the line seems to be equivalent to the Seriation problem.43

Liiv in [16] defines the Seriation problem as “an exploratory data analysis technique44

to reorder objects into a sequence along a one-dimensional continuum so that it best45

reveals regularity and pattering among the whole series”. Seriation has applications in46

archaeology [19], data visualization [3], exploratory analysis [11], bioinformatics [24],47

and machine learning [8], among others. Liiv in [16] presents an interesting survey48

on seriation, matrix reordering and its applications. The first important contribution49

of this document is to show that the SCFE and the Seriation problems are different.50

Indeed, we show that seriation is a necessary condition to solve the SCFE problem,51

but it is not sufficient.52

To continue with our exposition, we introduce the notation and definitions used53

along the document in Section 2. The rest of the document is organized as follows.54

In Section 3, we present the state of the art and contextualize our contributions. In55

Section 4, we present the characterization of weighted graphs with an injection in56

R that satisfies the restrictions of the SCFE problem. Furthermore, we present the57

results related with complete weighted graphs. In Section 5, we present the results58

regarding incomplete weighted graphs. We conclude in Section 6 with some final59

remarks and future work.60

2. Notation and Definitions. We use standard notation. A graph is denoted61

by G = (V,E). We consider only undirected graphs, without parallel edges and62

loopless. The set of vertices of G is V and the set of edges is E, a set of 2-elements63

subsets of V . We use n and m to denote |V | and |E|, respectively. Two distinct64

vertices i and j in V are said to be neighbors if {i, j} ∈ E. In that case, we say that65

they are connected by an edge which is denoted by {i, j}. Along the document we66

also use the number of missing edges. Hence, let r be the number of pairs {i, j} such67

that {i, j} /∈ E. It is worth noting that m + r = n(n − 1)/2. A graph is said to be68

complete if every pair of distinct vertices is connected by an edge, otherwise, we say69

that it is incomplete.70

In this document, we work with weighted graphs. We denote by w : E → R+71

a positive real valued function that assigns w({i, j}), a positive real value, to the72

edge {i, j} in E. We denote by L the number of different values that the function73

w assigns. For our purposes, we consider that w is a similarity measure, i. e., for74

any {i, j} ∈ E the value w({i, j}) measures how similar i and j are. Moreover, we75

consider that the similarity measure is symmetric, therefore, w({i, j}) = w({j, i}).76

We consider that the larger the similarity measure is, the more similar the vertices77

are. It is worth mentioning that the fact that the weights are positive is just a choice78

made for simplicity. Actually, the weights can also be negative and all our results will79

still be valid.80

Let (M, d) be a metric space. A drawing of a graph G = (V,E) into M is81

an injection D : V → M. We define a certain type of drawings that capture the82

requirements of the SCFE problem.83

Definition 2.1. Let G = (V,E) be a graph, and w : E → R+ be a positive84

function on E. Let (M, d) be a metric space. We say that a drawing D of G into85

M is valid distance if, for all pair {i, j}, {i, k} of incident edges in E such that86

w({i, j}) > w({i, k}),87

d(D(i), D(j)) < d(D(i), D(k)).88

In colloquial words, a drawing is valid distance, or simply valid, when it places89

This manuscript is for review purposes only.



THE WEIGHTED SCFE PROBLEM IN THE LINE 3

vertices i and j strictly closer than k and j in M whenever i and j have a strictly90

larger similarity measure than k and j. Now, the weighted SCFE problem in its most91

general presentation is defined as follows.92

Definition 2.2. Given a weighted graph G and a metric space M, the weighted93

SCFE problem in M is to decide whether G has a valid drawing in M, and, in case94

of a positive answer on the first question, find one.95

In this document, we focus our attention on the case when the metric space is96

the real line, i. e., we consider the metric space to be the set of real values R with the97

Euclidean distance.98

Since we present a matrix oriented analysis, we introduce the next two matrix99

related definitions. Given a matrix A, the entry in the i-th row and j-th column of A100

is denoted by Aij . For every weighted graph G, we denote by A(G) the square matrix101

defined as follows:102

A(G)ij =





∗ if i 6= j and {i, j} /∈ E,
w({i, j}) if i 6= j and {i, j} ∈ E,
max{k,l}∈E w({k, l}) if i = j.

103

We call this matrix the similarity matrix of G also known as the extended weighted104

adjacency matrix of G. The i-th row (and i-th column) contains the similarities105

between vertex i and the rest of the vertices of G. We may use only A when the106

graph G is contextually clear. Note that the similarity matrix of any weighted graph107

is symmetric since w({i, j}) = w({j, i}). The similarity matrix of a complete weighted108

graph does not have entries with the symbol ∗. In that case, we say that the similarity109

matrix is complete, otherwise we say that it is incomplete.110

W. S. Robinson in [22] introduced Robinsonian matrices. A complete similarity111

matrix is said to be in Robinsonian form if its entries are monotone nondecreasing in112

rows and columns when moving towards the diagonal, i. e., if for all 1 ≤ i < j ≤ n,113

Aij ≤ min{Aij−1, Ai+1j}.114

On the other hand, a complete similarity matrix is Robinsonian if its rows and columns115

can be reordered simultaneously such that it passes to be in Robinsonian form.116

Robinsonian matrix definition can be naturally extended to incomplete matrices.117

In that case, a similarity matrix is in Robinsonian form if its entries are monotone118

nondecreasing in rows and columns when moving towards the diagonal considering119

only numerical entries, i. e., if for all 1 ≤ i < j < k ≤ n such that Aik 6= ∗, Aij 6= ∗120

and Ajk 6= ∗,121

Aik ≤ min{Aij , Ajk}.122

Again, we say that a similarity matrix is Robinsonian if its rows and columns can be123

simultaneously reordered in such a way that it passes to be in Robinsonian form.124

3. Context, Related Work, and Our Contributions. Robinsonian matrices125

were defined by W. S. Robinson in [22] in a study on how to order chronologically126

archaeological deposits. The Seriation problem introduced in the same work then is127

to decide whether the similarity matrix of a data set is Robinsonian and write it in128

Robinsonian form. Recognition of complete Robinsonian matrices has been studied129

by several authors. Mirkin et al. in [17] presented an O(n4) recognition algorithm,130

where n × n is the size of the matrix. On the other hand, using divide and conquer131

techniques, Chepoi et al. in [4] introduced an O(n3) recognition algorithm. Later,132
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4 J. ARACENA AND C. THRAVES CARO

Préa and Fortin in [20] provided an O(n2) optimal recognition algorithm for complete133

Robinsonian matrices using PQ trees.134

Using the relationship between Robinsonian matrices and unit interval graphs135

presented in [21], Monique Laurent and Matteo Seminaroti in [13] introduced a recog-136

nition algorithm for Robinsonian matrices that uses Lex-BFS, whose time complexity137

is O(L(r + n)), where r is the number of zero entries in the matrix1, and L is the138

number of different values in the matrix. Later in [14], the same authors presented a139

recognition algorithm with time complexity O(n2 + r log n) that uses similarity first140

search. Again, using the relationship between Robinsonian matrices and unit interval141

graphs, Laurent et al. in [15] gave a characterization of Robinsonian matrices via142

forbidden patterns.143

The Seriation problem also has been studied as an optimization problem. Given144

an n × n matrix D, seriation in the presence of errors is to find a Robinsonian145

matrix R that minimizes the error defined as: max ||Dij − Rij || over all i and j in146

{1, 2, 3, . . . , n}. Chepoi et al. in [5] proved that seriation in the presence of errors is147

an NP-Hard problem. Later in [6], Chepoi and Seston gave a factor 16 approximation148

algorithm. Fortin in [9] surveyed the challenges for Robinsonian matrix recognition.149

The SCFE problem was first introduced by Kermarrec and Thraves in [12]. Be-150

sides the introduction of the SCFE problem, the authors of [12] also characterized the151

set of complete signed graphs with a valid drawing in R and presented a polynomial152

time recognition algorithm. Later, Cygan et al. in [7] proved that the SCFE problem153

is NP-Complete if it is not restricted to complete signed graphs. Moreover, they gave154

a different characterization of the complete signed graphs with a valid drawing in R.155

Actually, the authors of [7] proved that a complete signed graph has a valid drawing156

in R if and only if its positive subgraph is a unit interval graph. The SCFE problem157

in the real line also was studied as an optimization problem by Pardo et al. in [18].158

In that work, the authors defined as an error a violation of the inequality in Defini-159

tion 2.1 and provided optimization algorithms that construct a drawing attempting160

to minimize the number of errors.161

The SCFE problem also has been studied for different metric spaces. First, Ben-162

itez et al. in [2] studied the SCFE problem in the circumference. The authors of163

that work proved that the SCFE problem in the circumference is NP-Complete and164

gave a characterization of the complete signed graphs with a valid drawing. Indeed,165

they showed that a complete signed graph has a valid drawing in the circumference if166

and only if its positive subgraph is a proper circular arc graph. Later, Becerra in [1]167

studied the SCFE problem in trees. The main result of her work was to prove that168

a complete signed graph G has a valid drawing in a tree if and only if its positive169

subgraph is strongly chordal.170

Spaen et al. in [23] studied the SCFE problem from a different perspective. They171

studied the problem of finding L(n), the smallest dimension k such that any signed172

graph on n vertices has a valid drawing in Rk, with respect to the Euclidean distance.173

They showed that log5(n− 3) ≤ L(n) ≤ n− 2.174

Our Contributions. Our first contribution is to show that the Seriation and the175

SCFE problems are not the same. In Lemma 4.1, we show that seriation is a necessary176

condition for a valid drawing. Nevertheless, in Lemma 4.2, we show that seriation is177

1It is worth noting that this value r denotes almost the same value as the r defined in the previous
section. Actually, a zero entry in the matrix in the position ij denotes the absence of the edge {i, j}.
Nevertheless, since the matrix is symmetric, if the ij entry is zero then the ji entry is also zero.
Therefore, the r in this case counts twice a missing edge. However, that factor 2 does not change
the complexity of the algorithm. Therefore, for simplicity we chose to abuse the notation.
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THE WEIGHTED SCFE PROBLEM IN THE LINE 5

not sufficient for a valid drawing.178

The weighted version versus the signed original version of the SCFE problem179

does not allow a characterization of the set of graphs with a valid drawing in R via a180

subgraph of them, as it was done in previous works. Instead, for each weighted graph181

G, we define a polyhedron M(G)x ≤ b to provide a characterization of the set of182

weighted graphs with a valid drawing in R. Indeed, we show in Theorem 4.4 that a183

weighted graph G has a valid drawing in R if and only if its polyhedron M(G)x ≤ b184

is not empty.185

Our first result applied to complete weighted graphs allows us to conclude in186

Corollary 4.5 that given a complete weighted graph G, determining whether G has a187

valid drawing in R, and finding one if applicable, can be done in polynomial time.188

On the other hand, when the weighted graph is not complete, the previous re-189

sult does not apply anymore. As we show Theorem 5.1, recognition of incomplete190

Robinsonian matrices is NP-complete, therefore, the construction of the polyhedron191

M(G)x ≤ b cannot be done in polynomial time (unless P=NP).192

Nevertheless, we show in Theorem 5.4 that recognition of incomplete Robinsonian193

matrices can be done in time O(n2 · Lr), where r is the number of zero entries in the194

matrix, and L is the number of different values in the matrix. Hence, in Corollary 5.5195

we show that if the value r is a constant, determining whether an incomplete weighted196

graph G has a valid drawing in R can be done in polynomial time.197

4. The Weighted SCFE Problem in the line. We start this section by198

showing that having a Robinsonian similarity matrix is a necessary condition to have199

a valid drawing in R.200

Lemma 4.1. Let G be a weighted graph. If G has a valid drawing in R, A(G) is201

Robinsonian.202

Proof. Let G = (V,E) be a weighted graph with weight function w. Let D : V →203

R be a valid drawing of G in R. The valid drawing D determines an ordering on the204

set of vertices V . Indeed, for i and j in V , we say that i <D j if D(i) < D(j). We205

show that if A(G) is written using the ordering determined by D for its rows and206

columns, it will be in Robinsonian form.207

Consider any i, j and k such that i < j < k and A(G)ik 6= ∗, A(G)ij 6= ∗ and208

A(G)jk 6= ∗. Since D is a valid drawing and d(D(i), D(k)) > d(D(i), D(j)), then209

A(G)ik ≤ A(G)ij . Equivalently, since D is a valid drawing and d(D(i), D(k)) >210

d(D(j), D(k)), then, A(G)ik ≤ A(G)jk. Therefore, A(G)ik ≤ min{A(G)ij , A(G)jk}.211

In conclusion, A(G), the similarity matrix of G, is Robinsonian, and when it is212

written according to the ordering determined by any valid drawing of G in R it is in213

Robinsonian form.214

Nevertheless, having a Robinsonian similarity matrix is not enough.215

Lemma 4.2. There exists a weighted graph G with Robinsonian similarity matrix,216

but, without a valid drawing in R.217

Proof. Let G be the complete weighted graph with vertex set {a, b, c, d, e} and218

similarity matrix219

A(G) =




5 2 2 1 1
2 5 3 2 1
2 3 5 4 1
1 2 4 5 5
1 1 1 5 5




220
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6 J. ARACENA AND C. THRAVES CARO

written with rows and columns ordered as a, b, c, d, e. A(G) is Robinsonian, neverthe-221

less, we will show by contradiction that G does not have a valid drawing in R.222

Assume that G has a valid drawing D in R. Since the order a, b, c, d, e of the rows223

and columns of A(G) is the only one that presents A(G) in Robinsonian form, then224

D has to be such that225

(4.1) D(a) < D(b) < D(c) < D(d) < D(e).226

Since D is a valid drawing, the following inequalities hold:227

D(b)−D(a) > D(c)−D(b)(4.2)228

D(e)−D(b) > D(b)−D(a)(4.3)229

D(c)−D(b) > D(d)−D(c)(4.4)230

D(e)−D(c) > D(c)−D(a)(4.5)231

D(d)−D(c) > D(e)−D(d).(4.6)232

Without loss of generality, assume that D(a) = 0. Then, from inequalities (4.1)233

and (4.2) we obtain:234

(4.7) D(b) < D(c) < 2D(b).235

On the other hand, from inequalities (4.5) and (4.6), we obtain 2D(c) < D(e) <236

2D(d)−D(c), which implies:237

(4.8) 3D(c) < 2D(d).238

Finally, inequality (4.4) is equivalent to 2D(d) < 4D(c)−2D(b), which, together with239

(4.8), implies 2D(b) < D(c). But, the last inequality contradicts inequality (4.7).240

The goal of the rest of this section is to transform the weighted SCFE problem in241

the real line into the problem of finding a point in a convex polyhedron. Actually, given242

a weighted graph G, we define a convex polyhedron M(G)x ≤ b, where each point243

x = (x1, x2, . . . , xn) in the convex polyhedron is a valid drawing of G in R. Indeed,244

for any given x in M(G)x ≤ b, each variable xi represents the position of vertex i245

in the real line for that valid drawing. Therefore, finding a point in M(G)x ≤ b is246

equivalent to find a valid drawing for G in R.247

We first remark that if a given weighted graph G has a valid drawing in R, it248

actually has an infinite number of them. Indeed, given a valid drawing in R for a249

weighted graph G, one can obtain a different valid drawing for the same graph by250

summing or multiplying each vertex position by any positive constant. The second251

case (when each position is multiplied by a positive constant) is important for us,252

because it allows to state the following lemma.253

Lemma 4.3. Let G be a weighted graph with a valid drawing in R. Then, for any254

ε > 0 there exists a valid drawing Dε of G in R such that:255

min
1≤i<n

Dε(i+ 1)−Dε(i) ≥ ε.256

Proof. Let G be a weighted graph with a valid drawing D in R. We consider257

without loss of generality that 1 <D 2 <D 3 <d . . . <D n. Consider any ε > 0.258

Let δ = min1≤i<nD(i+ 1)−D(i) be the minimum distance between two consecutive259

vertices in the drawing. Multiply every D(i) by ε/δ. Therefore, we obtain a new valid260

drawing Dε defined as Dε(i) = εD(i)/δ, such that min1≤i<nDε(i+ 1)−Dε(i) = ε.261
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Now, we proceed with the construction of the matrix M(G) and the vector b262

of the convex polyhedron M(G)x ≤ b. By Lemma 4.1, the ordering defined by263

a valid drawing makes A(G) to be in its Robinsonian form. Assume that G is a264

weighted graph with Robinsonian similarity matrix. Moreover, consider A(G) to be265

in Robinsonian form. Therefore, if we want to construct a valid drawing D in R266

for G, the vertices should be ordered in the same way as the rows and columns of267

A(G). Hence, if the i-th row (or column) of A(G) contains the similarities of vertex268

i, then D(1) < D(2) < · · · < D(n). Therefore, we want x1 < x2 < · · · < xn. Now,269

considering Lemma 4.3, we write the following set of restrictions for any ε > 0:270

(4.9) xi − xi+1 ≤ −ε, ∀i ∈ {1, 2, 3, . . . , n− 1}.271

This restrictions are called ordering restrictions.272

On the other hand, each row of A(G) provides two types of restrictions. We call273

these restrictions right with respect to left and left with respect to right restrictions.274

Right with respect to left restrictions are obtained as follows. For each row j and for275

every index k > j, let i(k) be the largest index such that i(k) < j and A(G)ji(k) <276

A(G)jk. Therefore, since A(G)ji(k) < A(G)jk, vertices j and k are more similar277

between them than vertices j and i(k). Hence, in any valid drawing D it must occur278

D(k)−D(j) < D(j)−D(i(k)). We transform this strict inequality into the following279

restriction for a sufficiently small ε > 0:280

(4.10) xi(k) − 2xj + xk ≤ −ε, ∀j ∈ {2, 3, . . . , n− 1} and ∀k > j.281

Left with respect to right restrictions are symmetrical to the previous restriction.282

For each row j and for every index i < j, let k(i) be the smallest index such that283

j < k(i) and A(G)ji > A(G)jk(i). Therefore, since A(G)ji > A(G)jk(i), vertices i and284

j are more similar between them than vertices j and k(i). Hence, in any valid drawing285

D, it must occur D(j)−D(i) < D(k(i))−D(j). We transform this strict inequality286

into the following restriction for a sufficiently small ε > 0:287

(4.11) − xi + 2xj − xk(i) ≤ −ε, ∀j ∈ {2, 3, . . . , n− 1} and ∀i < j.288

It is worth mentioning that some of the inequalities described in equations (4.10)289

and (4.11) may be obtained from inequalities presented in Equation (4.9) and different290

inequalities described in equations (4.10) and (4.11). Hence, some restrictions may291

be redundant. In an attempt to keep the presentation of this document clean and292

simple, we omit a discussion in this regard. It is worth mentioning though that it293

does not impact the results of this document.294

Given a weighted graph G with n vertices, the matrix of restrictions of G (or295

the matrix of coefficients of G), denoted by M(G), is the matrix that includes the296

n − 1 ordering restrictions, the at most (n − 2)(n − 1)/2 right with respect to left297

restrictions, and the at most (n−2)(n−1)/2 left with respect to right restrictions. In298

total, the matrix M(G) has h ≤ (n−1)2 rows and n columns. On the other hand, the299

vector b is a h× 1 vector with a −ε in every entry. An example of a weighted graph,300

its similarity matrix in Robinsonian form, and its corresponding matrix of restrictions301

is given in Figure 1.302

Now, we want to show that for any weighted graph G with Robinsonian similarity303

matrix, the convex polyhedron M(G)x ≤ b is not empty if and only if G has a valid304

drawing in R.305
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a

b

c

d

e

4

4
2

1

5

5

3

8

7 10

(a)




a b c d e

a 10 4 4 2 1
b 4 10 5 5 3
c 4 5 10 8 7
d 2 5 8 10 10
e 1 3 7 10 10




(b)




1 −1 0 0 0
0 1 −1 0 0
0 0 1 −1 0
0 0 0 1 −1
1 −2 0 1 0

−1 2 0 0 −1
0 1 −2 0 1
0 0 1 −2 1




(c)

1

Fig. 1. Example of a complete weighted graph, its similarity matrix, and its corresponding
matrix of restrictions. Subfigure (a) shows a complete weighted graph. Subfigure (b) shows its
similarity matrix written in its Robinsonian form. It also shows the order of the vertices in which
the similarity matrix is written. Subfigure (c) shows the restriction matrix for the weighted graph
in Subfigure (a). In the first 4 rows appear the ordering restrictions. Rows five and six show the
right with respect to left and left with respect to right restrictions for vertex b. Rows seven and eight
show right with respect to left restrictions for vertices c and d, respectively.

Theorem 4.4. Let G be a weighted graph with Robinsonian similarity matrix.306

Let M(G) be the h × n matrix of restrictions of G. Let b be the h × 1 vector with307

−ε < 0 in every entry. Then, G has a valid drawing in R if and only if the polyhedron308

M(G)x ≤ b is not empty.309

Proof. Let G be a weighted graph with valid drawing in R. Let D be a valid310

drawing of G in R. Label the vertices of G according to the order implied by D,311

i. e., the left most vertex in D is vertex 1, the next vertex is vertex 2 and so on until312

vertex n. By construction of M(G)x ≤ b, for any ε > 0, D can be scaled to a valid313

drawing D′ such that the vector (D′(1), D′(2), . . . , D′(n)) belongs to the polyhedron314

M(G)x ≤ b.315

On the other hand, assume that the polyhedron M(G)x ≤ b is not empty. Let316

x = (x1, x2 . . . , xn) be a point in M(G)x ≤ b. Label the vertices of G according to317

the columns of its similarity matrix written in Robinsonian form, i. e., the vertex i is318

the vertex corresponding to the i-th column of A(G). Now, consider the drawing D319

of G in R defined as follows: D(i) = xi for all 1 ≤ i ≤ n.320

We show now that D is a valid drawing. Assume that D is not a valid drawing.321

Therefore, there exist three vertices i, j and k such that Aij < Aik, but |D(i)−D(j)| ≤322

|D(i) − D(k)|. Note that the last inequality is not valid if D(i) < D(k) < D(j) or323

if D(j) < D(k) < D(i), therefore, these cases are discarded. If D(i) < D(k) < D(j)324

or D(j) < D(k) < D(i), there is a contradiction since Aij < Aik, and, in that case,325

A(G) would not be in Robinsonian form.326

Assume that D(j) < D(i) < D(k). Therefore, |D(i) − D(j)| ≤ |D(i) − D(k)|327

becomes D(i) − D(j) ≤ D(k) − D(i), or equivalently, 0 ≤ D(j) − 2D(i) + D(k).328

Nevertheless, since Aij < Aik, the right with respect to left restriction xj−2xi+xk ≤329

−ε is included in M(G)x ≤ b. Therefore, since D comes from a point in M(G)x ≤ b,330

D(j)− 2D(i) +D(k) ≤ −ε, which is a contradiction since ε > 0.331

If we assume now D(k) < D(i) < D(j), then |D(i) − D(j)| ≤ |D(i) − D(k)|332

becomes 0 ≤ −D(k) + 2D(i) − D(j). Nevertheless, since Aij < Aik, the left with333

respect to right restriction −xk + 2xi − xj ≤ −ε is included in M(G)x ≤ b. By334

equivalent arguments than before, we achieve a contradiction.335
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Therefore, the condition |D(i)−D(j)| ≤ |D(i)−D(k)| is not possible, and hence,336

D is a valid drawing.337

The weighted SCFE problem now is equivalent to find a point in a convex polyhe-338

dron. If the valid drawings are restricted to be nonnegative, then the SCFE problem339

can be treated as a linear program. Because, if the polyhedron M(G)x ≤ b is not340

empty, there is always a point x in M(G)x ≤ b with x0 = 0. Therefore, the SCFE341

problem is equivalent to find minx0 subject to M(G)x ≤ b, and nonnegative x.342

On the other hand, it is required to have A(G) in Robinsonian form to construct343

M(G). Since complete Robinsonian matrices can be recognized in time O(n2), it344

is possible to construct the matrix M(G) in polynomial time when G is complete.345

Therefore, we can state the following corollary.346

Corollary 4.5. Let G be a complete weighted graph. Deciding whether G has a347

valid drawing in R can be done in polynomial time. Moreover, a valid drawing for G348

in R can be computed also in polynomial time if such drawing exists.349

5. The Weighted SCFE Problem for Incomplete Weighted Graphs. If350

the condition of being complete is not requested for the weighted graph, it is not351

possible to determine in polynomial time whether its similarity matrix is Robinsonian352

or not, unless P=NP. Indeed, we now show that Robinsonian matrix recognition in353

the general case is NP-Complete.354

Theorem 5.1. The Robinsonian matrix recognition problem in the general case355

is NP-Complete.356

Proof. In order to prove the Theorem, we reduce the graph sandwich problem for357

unit interval graphs to the Robinsonian matrix recognition problem.358

The graph sandwich problem for unit interval graphs is the problem of finding a359

unit interval graph that is sandwiched between two other graphs, one of which must be360

a subgraph and the other of which must be a supergraph of the desired graph. Indeed,361

an instance of the graph sandwich problem for unit interval graphs is a vertex set V ,362

a mandatory edge set E1, and a larger edge set E2, such that E1 ⊆ E2 ⊆ V ×V . The363

question then is to decide the existence of a graph G = (V,E) such that E1 ⊆ E ⊆ E2364

and G is a unit interval graph.365

From an instance of the graph sandwich problem for unit interval graphs, we366

construct an instance for the Robinsonian matrix recognition problem as follows. Let367

A be the symmetric matrix defined as:368

Aij =





1 if i = j,

1 if {i, j} ∈ E1,

∗ if {i, j} ∈ E2 \ E1,

0 if {i, j} /∈ E2.

369

The relationship between Robinsonian matrices and unit interval graphs presented370

in [21] says that, A is Robinsonian if and only if there exists a unit interval graph371

G = (V,E) such that E1 ⊆ E ⊆ E2.372

Furthermore, since the graph sandwich problem for unit interval graphs is NP-373

Complete [10], and Robinsonian matrix recognition in the general case belongs to NP,374

we can say that Robinsonian matrix recognition is NP-Complete.375

Let A be an incomplete similarity matrix. Every pair {i, j} such that Aij = ∗ is376

a missing entry of A. A completion of A is an assignment of values to all the missing377
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entries of A. We say that a completion of A is Robinsonian if and only if the completed378

matrix is Robinsonian. Let S ⊆ R be a set of real values. A completion of A whose new379

values are taken from S is said to be a completion of A with values in S. Let p ∈ R be380

any real value, we define dpeS := mins∈S{s : s ≥ p} and bpcS := maxs∈S{s : s ≤ p}.381

We define the set of entry values of A as the set w(A) := {Aij ∈ R}. Now, we state382

the following lemma for incomplete similarity matrices.383

Lemma 5.2. Let G be an incomplete weighted graph and A be its incomplete sim-384

ilarity matrix. A is Robinsonian if and only if A has a Robinsonian completion.385

Proof. Let G be an incomplete weighted graph and A be its incomplete similarity386

matrix. If A has a Robinsonian completion, then one can write this completion of A387

in Robinsonian form and delete all the added entries. The outcome is A written in388

Robinsonian form.389

On the other hand, if A is Robinsonian, we can write it in Robinsonian form390

and complete it as follows. For every missing entry Aij with 1 ≤ i < j ≤ n define391

Aij = minAij−1, Ai+1j . Since none entry of the diagonal is missing, this completion392

always can be done moving away from the diagonal. Finally, by construction the393

completion is Robinsonian.394

Lemma 5.3. Let G be an incomplete weighted graph and A be its incomplete sim-395

ilarity matrix with set of entry values w(A). A has a Robinsonian completion with396

values in R if and only if A has a Robinsonian completion with values in w(A).397

Proof. On one hand, since w(A) ⊆ R, if A has a Robinsonian completion with398

values in w(A), then it also has a Robinsonian completion with values in R.399

Now, assume that A has a Robinsonian completion A′ with values in R. Assume400

that A′ is in Robinsonian form. We construct then a Robinsonian completion A′′ from401

A′ with values in w(A) as follows:402

A′′ij =





A′ij if Aij 6= ∗,
bA′ijcw(A) if Aij = ∗ ∧ A′ij > Ats for all Ats ∈ w(A),

dA′ijew(A) if Aij = ∗ ∧ ∃Ats ∈ w(A) such that Ats > A′ij ,

403

We finish the proof by showing that A′′ is in Robinsonian form. Consider 1 ≤404

i < j ≤ n, we want to show that A′′ij ≤ min{A′′ij−1, A′′i+1j}. By contradiction, assume405

that A′′ij > A′′ij−1. Therefore, by construction, A′ij > A′ij−1. Equivalently, A′′ij >406

A′′i+1j implies that A′ij > A′i+1j . In any case, any of these two conclusions creates407

a contradiction, since A′ is Robinsonian and it is in Robinsonian form, therefore408

A′ij ≤ min{A′ij−1, A′i+1j}.409

As a consequence of the previous lemma, we state the following theorem.410

Theorem 5.4. Let G be a weighted graph with r missing edges and L different411

value weights. Then, it is possible to decide if A(G) is Robinsonian in time O(n2 ·Lr).412

Proof. Let G be a weighted graph with r missing edges and L different value413

weights. Let A(G) be its similarity matrix. There exist Lr different completions of414

A(G) with values in w(A(G)). Therefore, an exhaustive search over all the completions415

of A(G) with values in w(A(G)) and testing for each of them the Robinsonian property416

takes O(n2 · Lr).417

Corollary 5.5. The weighted SCFE problem for an incomplete weighted graph418

G with r missing edges, where r is a constant that does not depend on n, can be solved419

in polynomial time.420
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6. Final Remarks. Interestingly, in this work we show that the Seriation and421

the SCFE problems are not the same. Nevertheless, there are cases in which they are422

equivalent. For instance, an exhaustive analysis shows that if a weighted graph has423

at most four vertices then its similarity matrix is Robinsonian if and only if it has a424

valid drawing in R. Whereas, in the proof of Lemma 4.2 we present a weighted graph425

with five vertices where seriation is not sufficient.426

The Seriation and the SCFE problems are also equivalent if the number of different427

weights is not too big. The results presented in [21] and in [7], allow us to conclude428

that when there are two different weights then having a Robinsonian similarity matrix429

is equivalent to have a valid drawing in R. Nevertheless, in the proof of Lemma 4.2430

we show an example of a weighted graph with five different weights where where431

seriation is not enough. This final remark rises an interesting question, when this432

separation between the Seriation and the SCFE problem occurs?. Is the Seriation433

problem equivalent to the SCFE problem when the graph has four different weights?.434
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cepción, 2018.438
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