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IMPLICIT-EXPLICIT METHODS FOR A CLASS OF

NONLINEAR NONLOCAL GRADIENT FLOW EQUATIONS

MODELLING COLLECTIVE BEHAVIOUR

RAIMUND BÜRGERA,∗, DANIEL INZUNZAA, PEP MULETB, AND LUIS M. VILLADAC

Abstract. Nonlinear convection-diffusion equations with nonlocal flux and possibly degenerate
diffusion describe interacting gases, flow in porous media, collective behaviour in biology, and other
phenomena. Their numerical solution by an explicit finite difference method is costly since one
needs to discretize a local spatial convolution for each evaluation of the convective numerical flux,
and moreover the diffusion term gives rise to a disadvantageous Courant-Friedrichs-Lewy (CFL)
condition. More efficient numerical methods are obtained by applying second-order implicit-explicit
(IMEX) Runge-Kutta time discretizations to an available explicit scheme for such models [J.A.
Carrillo, A. Chertock, Y. Huang, Commun. Comput. Phys. 17 (2015) 233–258]. The resulting
IMEX-RK methods avoid the restrictive time step limitation of explicit schemes since the diffusion
term is handled implicitly, but one needs to solve nonlinear algebraic systems in every time step.
It is proven, for a general number of space dimensions, that this method is well defined. Numerical
experiments for spatially two-dimensional problems motivated by models of collective behaviour are
conducted with several alternative choices of the pair of Runge-Kutta schemes defining an IMEX-
RK method. Results illustrate that for fine discretizations IMEX-RK methods are more efficient in
terms of reduction of error versus CPU time than the original explicit method.

1. Introduction

1.1. Scope. This contribution is concerned with the efficient numerical solution of the following
initial value problem for a nonlinear nonlocal partial differential equation (PDE) with a gradient
flow structure in d space dimensions:

ut = ∇ ·
(
u∇(H ′(u) + V (x) +W ∗ u)

)
, x = (x1, . . . , xd) ∈ Rd, t > 0, (1.1)

u(x, 0) = u0(x), x ∈ Rd. (1.2)

Here the sought solution u = u(x, t) is an unknown probability distribution function or population
density, H(u) is a density of internal energy, V (x) is a confinement potential, W (x) is an interaction
potential, which is assumed to be symmetric and we recall that(

W ∗ u(·, t)
)
(x) =

∫
Rd

W (y)u(x− y, t) dy =

∫
Rd

W (x− y)u(y, t) dy.
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Clearly, if W = 0 and H(u) = u log u − u or H(u) = um, the classical heat equation and porous
medium/fast diffusion equation are recovered, respectively [30]. The function W may be as singular
as the Newtonian potential in the chemotaxis system [19] or as smooth as W (x) = |x|α with α > 2
in granular flow [3]. For the further discussion it is useful to recall that (1.1) can be written as a
nonlinear, nonlocal convection-diffusion equation

ut +∇ ·
(
uv[u]

)
= ∆Φ(u),

where

Φ(u) =

∫ u

0
sH ′′(s) ds, (1.3)

so that Φ′(u) = uH ′′(u) and v[u](x) = −∇(W ∗ u + V )(x). Here the notation v[u] = v[u(·, t)]
means that the velocity v depends on u(·, t) as a function of x as a whole.

Although there is no closed existence, uniqueness and well-posedness theory for nonlocal con-
vection-diffusion equations such as (1.1), it is plausible to perform simulations with appropriate
numerical methods. Explicit schemes for hyperbolic first-order conservation laws and related equa-
tions can be rather slow for some steady-state computations due to CFL stability restrictions on
the time step size, but their use for unsteady computations is deemed practical in many situations.
If diffusion terms are present, then these may be treated implicitly to overcome the drastic step
size stability restrictions imposed by their alternative explicit treatment. It is the purpose of the
present work to demonstrate the benefits of applying implicit-explicit (IMEX) schemes for the effi-
cient solution of (1.1), (1.2) in several space dimensions, under specific assumptions on the diffusive
term. The proposed schemes, based on IMEX Runge-Kutta (IMEX-RK) time discretizations, turn
out to be more efficient, in terms of error reduction versus CPU time, than the explicit scheme
of [12].

1.2. Related work. Equation (1.1) arises in many contexts including interacting gases [20], gran-
ular flows [28], flow in porous media [13, 23], and collective behavior in biology [26, 27] (see also
[12, 21, 25] for further references). In one space dimension, (1.1) can also be understood as a model
of the aggregation of populations [4], as we elaborate in [9]. Of particular interest is the relation
with a self-propelled swarming model of Cucker-Smale type [2] with diffusion, for which the cor-
responding space-homogeneous version can be formulated in terms of a nonlinear Fokker-Planck
equation that can be expressed as (1.1) under suitable definitions of W , V and Φ, and where the
solution u is the density distribution of individuals (say, birds or fish) that have velocity x ∈ Rd at
time t > 0. We refer to [2, 26] and the references cited in these papers for details.

Concerning numerical methods for (1.1), we mention that finite element approximations have
been proposed in the literature which are positivity preserving and entropy decreasing at the
expense of constructing them by an implicit discretization in time but continuous in space [11].
Numerical methods for equation (1.1) and its variants are mostly explicit schemes for convection-
diffusion equations. In fact, Carrillo et al. [12] propose both one- and two-dimensional finite volume
schemes for (1.1) and prove their positivity preserving and entropy dissipation properties along with
error estimates and convergence results. These schemes follow a method of lines and are explicit
by the choice of explicit SSP Runge-Kutta ODE integrators.

Assume for simplicity that (1.1) is discretized in time with a time step ∆t and in space by a
Cartesian grid with meshwidth ∆x in each direction. Then the detailed stability restriction for
its explicit discretization [12] implies that ∆t ∝ ∆x2. In fact, this restriction stems from the
explicit treatment of the diffusive term, so this motivates the main goal of our work, which is to
propose using an IMEX-RK method that treats the diffusive term implicitly and the convective
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term explicitly. To explain the main idea, we assume that

du(t)

dt
= C

(
u(t)

)
+ D

(
u(t)

)
, (1.4)

represents a method-of-lines semi-discretization of (1.1), where u = u(t) is a spatial discretiza-
tion of the solution and C(u) and D(u) are discretizations of the convective and diffusive terms,
respectively. Assume, for simplicity, that the spatial mesh width is ∆x > 0. Then the stability
restriction on the time step ∆t that explicit schemes impose when applied to (1.4) is very severe
(∆t must be proportional to ∆x2), due the presence of D(u). Implicit treatment of both C(u) and
D(u) would remove any stability restriction on ∆t. However, the upwind nonlinear discretization
of the convective terms contained in C(u) that is needed for stability, makes its implicit treatment
extremely involved. In fact, after the pioneering work of Crouzeix [14], numerical integrators that
deal implicitly with D(u) and explicitly with C(u) can be used with a time step restriction dictated
by the convective term alone. References to applications of IMEX methods to convection-diffusion
problems, convection problems with stiff reaction terms, hyperbolic systems with relaxation, and
the solution of semidiscretized PDEs include [1, 7, 8, 10, 16, 24].

1.3. Outline of the paper. The remainder of the paper is organized as follows. The numerical
method is introduced in Section 2, starting in Section 2.1 with a statement of assumptions on
properties of the function Φ and a description of the index notation, which is partly inspired by the
usage in [18], that allows us to write the scheme in a general number d of space dimensions. Then,
in Section 2.2 we outline the spatial discretization of (1.1), for which we prove that under a suitable
CFL condition, a fully discrete scheme based on first-order explicit Euler time stepping generates
a positivity-preserving scheme (Theorem 2.1 in Section 2.2). Next, in Section 2.3, the IMEX-RK
time discretization is introduced. That section contains our main theoretical results, namely The-
orem 2.2 (and its proof), which states that under a suitable CFL condition the IMEX-RK schemes
are well defined (the algebraic systems arising within each time step are uniquely solvable with
non-negative solutions), along with Corollary 2.1 that ensures that the Euler IMEX-RK scheme
is positivity preserving. Finally, in Section 2.4 the damped linear solver required to handle the
algebraic problems within each iteration of the IMEX-RK scheme is described. In Section 3 nu-
merical results are presented. To this end, we first specify (in Section 3.1) the particular IMEX-RK
schemes to be used in the numerical experiments along with their corresponding CFL conditions
limiting the time step, and then describe (in Section 3.2) the computation of the approximate
numerical error (defined in each case by a suitable reference solution). Then, in Section 3.3 five
numerical examples are presented, where we limit ourselves to the case of d = 2 space dimensions.
These include numerical experiments proposed by Carrillo et al. [12] (Examples 1 and 3), Topaz
et al. (Example 2), and Pareschi and Zanella [26] (Example 5). (These examples are all motivated
by models of collective behaviour, which motivates the title of the paper.) Some conclusions are
collected in Section 4.

2. Numerical method

2.1. Some assumptions and notation. We assume that H ′′(u) ≥ 0 for all u ∈ (0,∞), H ′′ ∈
C1(R \ {0}), so that

Φ ∈ C1([0,∞)) ∩ C2((0,∞)),

Φ(0) = Φ′(0) = 0,

Φ(u) ≥ 0,Φ′(u) ≥ 0 for u ∈ [0,∞).

(2.1)
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We limit the treatment to the spatial domain given by the d-dimensional open interval

Ω := (−L1, L1)× · · · × (−Ld, Ld) (2.2)

and denote by u : Ω × (0,∞) → [0,∞) the solution of (1.1). Each coordinate interval (−Ll, Ll),
l = 1, . . . , d, is subdivided into Ml subintervals of size ∆xl = 2Ll/Ml. This creates a number
M∗ := M1M2 · · ·Md of finite volumes or cells Ci, which we indicate by i = (i1, . . . , id) ∈M, where
we define the index set

M := {1, . . . ,M1} × · · · × {1, . . . ,Md} ⊂ Nd. (2.3)

The center of Ci is denoted by xi, so the coordinates of xi are

xi = (x1,i1 , . . . , xd,id) =
(
(i1 − o1)∆x1, . . . , (id − od)∆xd

)
, (2.4)

where ol = (Ml + 1)/2 for l = 1, . . . , d, such that xl,1 = −Ll + ∆xl/2 and xL,Ml
= Ll − ∆xl/2,

l = 1, . . . , d, and we utilize d-dimensional unit vectors e1 = (1, 0, . . . , 0) to ed = (0, . . . , 0, 1)
to address neighboring grid points, for instance xi+e1 = xi1+1,i2,...,id . A similar notation is used
to address flux values associated with cell interfaces. Furthermore, we assume that the velocity
vector v is given by components v = (v1, . . . , vd)T.

2.2. Spatial semi-discretization. To define the spatial (semi-)discretization, assume first that
at an instant t the solution is given through the cell averages ui = ui(t) for i ∈ M. As in the
one-dimensional treatment [9], we use MUSCL reconstructions [29], which amounts for each cell Ci
to calculating the following reconstructed values at the boundaries of Ci:

ul,±i = ui ±
∆xl

2
σ

(l)
i , i ∈M, l = 1, . . . , d, (2.5)

where the slope σ
(l)
i for the extrapolation of ui in coordinate direction l is defined by using a so-

called slope limiter that guarantees that the reconstructed point values are nonnegative as long as
the cell averages ui are nonnegative. Specifically, we utilize the slope limiter defined by

σ
(l)
i =


1

2∆xl
(ui+el − ui−el) if ui ≥ |ui+el − ui−el |/4,

θminmod

{
1

∆xl
(ui+el − ui) ,

1

∆xl
(ui − ui−el)

}
otherwise,

where the standard minmod function is given by

minmod{z1, z2} :=

{
sgn(z1) min{|z1|, |z2|} if sgn(z1) = sgn(z2),

0 otherwise.

The parameter θ ∈ (0, 2] is used to control the numerical viscosity of the scheme. The value θ = 2
is used in [9, 12], and we adopt it here in all numerical examples.

To approximate v[u](xi+ 1
2
el

), we use the formula

∂z[u]

∂xl

∣∣∣∣
x=x

i+1
2el

≈ 1

∆xl

(
z[u](xi+el)− z[u](xi)

)
. (2.6)

If we assume that u(t) is compactly supported in (−L,L)d, then the discrete approximations of the
convolutions z[u](xi) := (W ∗ u+ V )(xi) (shifted by the function V ) are given by

(W ∗ u+ V )(xi) ≈ z̃[u]i :=
d∏
l=1

∆xl
∑

−ρ≤p1,...,pd≤ρ
Wp u

∗
i−p + Vi, (2.7)
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where Vi = V (xi) for p = (p1, . . . , pd) ∈ Zd, we define Wp := W (p1∆x1, . . . , pd∆xd), and

u∗i−p :=

{
ui−p if i− p ∈M,

0 otherwise,

where the radius of the stencil ρ ∈ N0 is computed to retain second-order accuracy. To select ρ, we
proceed as in [9] by choosing ρ as the smallest integer such that

1−
∑ρ

n1=−ρ · · ·
∑ρ

nd=−ρW (n1∆x1, . . . , nd∆xd)∑∞
n1=−∞ · · ·

∑∞
nd=−∞W (n1∆x1, . . . , nd∆xd)

≤ ξ∆x2, ∆x = min{∆x1, . . . ,∆xd},

where we have taken ξ = 10−8 in all our numerical examples and the term

∞∑
n1=−∞

· · ·
∞∑

nd=−∞
W (n1∆x1, . . . , nd∆xd)

is approximated by

N1∑
n1=−N1

· · ·
Nd∑

nd=−Nd

W (n1∆x1, . . . , nd∆xd)

for very large N1, . . . , Nd. Here we used that W is a symmetric function. Clearly, the discrete
convolution in (2.7) causes a computational bottleneck. This is a classical problem in scientific
computing that is effectively evaluated using fast convolution algorithms, mainly based on Fast
Fourier Transforms [31].

Moreover, we apply upwinding based on the sign of the l-th component v̂l
i+ 1

2
el

of the vector

vi+ 1
2
el

=
1

∆x

(
v[u]i+el − v[u]i

)
=
(
v̂1
i+ 1

2
el
, . . . , v̂d

i+ 1
2
el

)T
,

where, in agreement with (2.6), the l-th component of v̂[u], the discrete version of v[u], is given by

v̂l
i+ 1

2
el

=
1

∆xl

(
z̃[u]i+el − z̃[u]i

)
.

The upwind procedure now consists in choosing the u-value associated with the cell interface i+ 1
2el

as follows:

ui+ 1
2
el

=

u
l,+
i if v̂l

i+ 1
2
el
≥ 0,

ul,−i+el if v̂l
i+ 1

2
el
< 0.

(2.8)

Solution values are extended by zero outside the domain, i.e., we set ui := 0 for i ∈ Zd\M.
Combining all ingredients we may write the semidiscrete scheme in compact form as (1.4),

where u : [0,∞) → RM∗ and we recall that C(u) and D(u) represent the spatial discretizations
of the convective and the diffusive terms, i.e., the respective entries of C(u) = (C(u)i)i∈M and
D(u) = (D(u)i)i∈M are given by

C(u)i = −
d∑
l=1

1

∆xl

(
ui+ 1

2
el
v̂l
i+ 1

2
el
− ui− 1

2
el
v̂l
i− 1

2
el

)
, (2.9)

D(u)i =

d∑
l=1

1

∆x2
l

(
Φ(ui+el)− 2Φ(ui) + Φ(ui−el)

)
. (2.10)
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In closed form the finite volume semidiscretization on cells centered at xi can be written as the
system of ODEs

dui
dt

= −
d∑
l=1

1

∆xl

(
ui+ 1

2
el
v̂l
i+ 1

2
el
− ui− 1

2
el
v̂l
i− 1

2
el

)
+

d∑
l=1

1

∆x2
l

(
Φ(ui+el)− 2Φ(ui) + Φ(ui−el)

)
.

Theorem 2.1. If Φ′ ≥ 0 on (0,∞), ui ≥ 0 for all i ∈M and the CFL condition

1

d
max

0≤u≤η(u)
Φ′(u)

d∑
q=1

∆t

∆x2
q

+ max
1≤l≤d

{
∆t

∆xl
max
k∈M

∣∣vl
k+ 1

2
el

∣∣} ≤ 1

2d
, η(u) := max

j∈M
uj (2.11)

is satisfied, then the quantity

E(u)i := ui + ∆t
(
C(u)i +D(u)i

)
(2.12)

satisfies E(u)i ≥ 0 for all i ∈M, i.e., the explicit Euler method applied to the semi-discrete scheme
(1.4) yields a fully discrete positivity preserving scheme.

Proof. From (2.5) there hold

1

2d

d∑
l=1

(
ul,+i + ul,−i

)
= ui for i ∈M,

ul,±i ≥ 0 for i ∈M, l = 1, . . . , d.

(2.13)

Moreover for all i ∈M there exist convex combinations

ûi+ 1
2
el

= θi+ 1
2
el
ui +

(
1− θi+ 1

2
el

)
ui+el , θi+ 1

2
el
∈ (0, 1), l = 1, . . . , d,

such that for all i ∈M and l = 1, . . . , d,

Φ(ui+el)− Φ(ui) = ∆x2
l βi+ 1

2
el

(ui+el − ui), βi+ 1
2
el

= Φ′(ûi+ 1
2
el

)/∆x2
l . (2.14)

Then D(u)i, given by (2.10), can be written as

D(u)i =

d∑
l=1

(
βi+ 1

2
el
ui+el + βi− 1

2
el
ui−el

)
+ 2dγiui, (2.15)

where we use the notation

γi :=
1

2d

d∑
l=1

(
βi+ 1

2
el

+ βi− 1
2
el

)
. (2.16)

Therefore, we obtain from (2.16) and (2.14) that

max
j∈M

γj ≤
1

d
max

0≤u≤η(u)
Φ′(u)

d∑
q=1

1

∆x2
q

. (2.17)

From (2.8) we obtain

ui+ 1
2
el
v̂l
i+ 1

2
el

= ul,+i v̂l,+
i+ 1

2
el

+ ul,−i+el v̂
l,−
i+ 1

2
el
, v̂l,±

i+ 1
2
el

=
(
v̂l
i+ 1

2
el

)±
.

By (2.12), (2.13), (2.9) and (2.15) we may write E(u)i as follows:

E(u)i =
1− 2d∆tγi

2d

d∑
l=1

(
ul,+i + ul,−i

)



IMEX METHODS FOR NONLINEAR NONLOCAL EQUATIONS 7

+ ∆t
d∑
l=1

1

∆xl

(
−ul,+i vl,+

i+ 1
2
el
− ul,−i+elv

l,−
i+ 1

2
el

+ ul,+i−elv
l,+

i− 1
2
el

+ ul,−i vl,−
i− 1

2
el

)
+ ∆t

d∑
l=1

(
βi+ 1

2
el
ui+el + βi− 1

2
el
ui−el

)
.

Taking into account that ui ≥ 0, ul,±i ≥ 0, vl,±
i± 1

2
el
≥ 0, and (2.17), we deduce

E(u)i ≥
(

1

2d
−∆tγi

) d∑
l=1

(
ul,+i + ul,−i

)
+ ∆t

d∑
l=1

1

∆xl

(
−ul,+i vl,+

i+ 1
2
el

+ ul,−i vl,−
i− 1

2
el

)
≥

d∑
l=1

[(
1

2d
−∆tγi −

∆t

∆xl

∣∣vl
i− 1

2
el

∣∣)ul,−i +

(
1

2d
−∆tγi −

∆t

∆xl

∣∣vl
i+ 1

2
el

∣∣)ul,+i ]

≥
d∑
l=1

(
1

2d
−∆tmax

j∈M
γj −

∆t

∆xl
max
j∈M

∣∣vl
j− 1

2
el

∣∣)(ul,−i + ul,+i
)

≥

[
1

2d
− 1

d
max

0≤u≤η(u)
Φ′(u)

d∑
q=1

∆t

∆x2
q

+ max
1≤l≤d

{
∆t

∆xl
max
k∈M

∣∣vl
k+ 1

2
el

∣∣}] d∑
l=1

(
ul,+i + ul,−i

)
≥ 0.

This concludes the proof. �

2.3. Time discretization. We will use IMEX-RK integration for the system of ODEs (1.4), and
where the components of C(u) and D(u) are given by (2.9) and (2.10), respectively. Only the
diffusion term D(u) will be treated implicitly. For the diffusive part D(u) we utilize an s-stage
diagonally implicit (DIRK) scheme with coefficients A ∈ Rs×s, b, c ∈ Rs, in the common Butcher
notation, where A = (aij) with aij = 0 for j > i. For the convective term C(u) we employ an
s-stage explicit scheme with coefficients Ã ∈ Rs×s, b̃, c̃ ∈ Rs and Ã = (ãij) with ãij = 0 for j ≥ i.
We denote the corresponding Butcher arrays by

c A

bT
and

c̃ Ã

b̃
T . (2.18)

If applied to (1.4), then the IMEX-RK scheme gives rise to the following algorithm (see [1]):

Algorithm 3.1: IMEX-RK scheme

Input: approximate solution vector un for t = tn
do m = 1, . . . , s

solve for u(m) the nonlinear equation

u(m) = un + ∆t

m−1∑
j=1

amjKj +

m−1∑
j=1

ãmjK̃j

+ amm∆tD(u(m))

Km ← D(u(m)), K̃m ← C(u(m))
enddo

un+1 ← un + ∆t

s∑
j=1

bjKj + ∆t

s∑
j=1

b̃jK̃j

Output: approximate solution vector un+1 for t = tn+1 = tn + ∆t.
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Algorithm 3.1 requires solving for the vector u = u(m) a nonlinear system of scalar equations of
the form

Fm(u) := u− amm∆tD(u)− rm = 0, m = 1, . . . , s, (2.19)

where the vector rm is given by

rm = un + ∆t

m−1∑
j=1

amjKj +
m−1∑
j=1

ãmjK̃j

 .

The solution of (2.19) is positive as long as rm is positive. The following result, which is a
generalization of [9, Th. 2.2], deals with the solution of (2.19). (This theorem is formulated for a
general system of nonlinear equations of a particular form; in the subsequent Corollary 2.1, we will
apply it to the special case of (2.19).)

Theorem 2.2. Let G be a symmetric invertible diagonally dominant M ×M matrix, with positive
diagonal entries and non-positive off-diagonal entries and w ∈ RM , w ≥ 0, where such inequalities
for vectors and matrices are understood in the component-wise sense. If Φ satisfies (2.1) and
Φ denotes its vectorial component-wise extension Φ(u)i = Φ(ui), then the equation

z +GΦ(z) = w (2.20)

has a unique solution z ∈ RM satisfying z ≥ 0.

Proof. We define the function

L(u) :=

{
Φ(u)/u if u > 0,

0 if u = 0.

In view of the requirements in (2.1), L is continuous in [0,∞) and L(u),Φ(u) ≥ 0 for u ≥ 0. Let

E(z) := diag
(
L(z1), . . . , L(zM )

)
,

then Φ(z) = E(z)z. We denote by I the M × M identity matrix. For z ≥ 0, the matrix
I + GE(z) is strictly diagonally dominant (by columns) with positive diagonal entries and non-
positive off-diagonal entries, and therefore (I + GE(z))−1 is a non-negative matrix and it is a
continuous function of z. Then, the solution of equation (2.20) is reduced to finding fixed points
of the mapping z 7→ ϕ(z) = (I +GE(z))−1w. To assess existence of fixed points, we aim to apply
Brouwer’s theorem to ϕ and the compact and convex set K := {z ∈ RM | z ≥ 0 and ‖z‖1 ≤ ‖w‖1}.
Clearly, (I +GE(z))−1 ≥ 0 and w ≥ 0 immediately yield ϕ(z) ≥ 0 for all z ∈ K, so, to prove
that ϕ(K) ⊆ K, there only remains to prove that∥∥ϕ(z)

∥∥
1
≤ ‖w‖1 for all z ∈ K. (2.21)

To this end, we take into account that∥∥ϕ(z)
∥∥

1
≤
∥∥(I +GE(z)

)−1∥∥
1
‖w‖1.

Thus, to establish (2.21) it is sufficient to prove that∥∥(I +GE(z)
)−1∥∥

1
≤ 1 for all z ∈ K.

For this purpose, we use the auxiliary matrix G̃ = (G̃ij)1≤i,j≤M defined by

G̃ij :=

{
Gij if i 6= j,

−
∑

k 6=iGik if i = j
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and the notation H := I + GE(z) and H̃ := I + G̃E(z). Since H̃ is also a strictly diagonally
dominant matrix (by columns) with positive diagonal entries and non-positive off-diagonal entries,
H̃
−1 ≥ 0. Now, for e := (1, . . . , 1)T ∈ RM it follows that eTG̃ = 0, so eTH̃ = eT and eTH̃−1 =

eT. If we assume that H−1 = (η̄ij)1≤i,j≤M and H̃
−1

= (µ̄ij)1≤i,j≤M , then this is equivalent to

µ̄1j + · · ·+ µ̄Mj = 1 for j = 1, . . . ,M . Furthermore, since H−1 ≥ 0, H̃
−1 ≥ 0,

H − H̃ = (G− G̃)E(z) = diag
1≤i≤M

((
Gii −

∑
j 6=i

Gij

)
L(zi)

)
≥ 0 for z ∈ K

and H−1 = H̃
−1 −H−1(H − H̃)H̃

−1
, it follows that H−1 ≤ H̃−1

. This yields that

‖H−1‖1 = max
1≤j≤M

M∑
i=1

η̄ij ≤ max
1≤j≤M

M∑
i=1

µ̄ij = 1.

Applying Brouwer’s fixed point theorem to the continuous function ϕ : K → K we deduce the
existence of a fixed point of ϕ, i.e. a non-negative solution to equation (2.20).

For uniqueness, we adapt an argument that can be found in [22] and define

Ψ(z) :=
M∑
i=1

N
(
zi
)
, N(u) :=

∫ |u|
0

Φ(s) ds, and f(z) :=
1

2
zTG−1z + Ψ(z)− zTG−1w.

Since Φ(0) = 0, it follows from the definition that N ′(u) = sgn(u)Φ(|u|) and N ′′(u) = Φ′(|u|) for
any u ∈ R, so N ∈ C2(R). Therefore, Ψ is twice continuously differentiable. Thus, f is also twice
continuously differentiable and its gradient f ′(z) and Hessian f ′′(z) are given by the respective
expressions

f ′(z)T = G−1z +
(
sgn(z1)Φ(|z1|), . . . , sgn(zM )Φ(|zM |)

)T −G−1w,

f ′′(z) = G−1 + diag
(
Φ′(|z1|), . . . ,Φ′(|zM |)

)
.

Since G−1 is symmetric and positive definite and Φ′(|zi|) ≥ 0, it follows that f ′′(z) is symmetric
and positive definite, therefore f is strictly convex, so any critical point (at which f ′(z) = 0) is
the unique global minimum. Now, if z +GΦ(z) = w with z ≥ 0, then f ′(z) = 0 and z ∈ K, so
positive solutions of (2.20) are critical points of f , so uniqueness is proven. �

Corollary 2.1. If Φ satisfies the conditions (2.1) and

max
1≤l≤d

{
∆t

∆xl
max
k∈M

∣∣vl
k+ 1

2
el

∣∣} ≤ 1

2d
, (2.22)

then the Euler IMEX method

un+1 = un + ∆t
(
C(un) + D(un+1)

)
(2.23)

is a positivity-preserving scheme.

Proof. To be able to apply Theorem 2.2 to the situation at hand, we must be explicit on how we
write the semi-discrete formulation as a system of ordinary differential equations (ODEs). To this
end, we assume that u(t) is an M∗-dimensional vector that represents an arrangement of the M∗
unknown functions ui, i ∈M. Specifically, we fix a bijective map ν :M3 i 7→ ν(i) ∈ {1, . . . ,M∗},
with inverse η : {1, . . . ,M∗} 3 m 7→ η(m) ∈ M, that maps the d-dimensional index i to the
corresponding position within the vector u(t). Now the nonlinear equation (2.19) can be written
in the form (2.20) for M = M∗ as follows. Suppose that un = (uni )i∈M, then we set

z = (z1, . . . , zM∗)T =
(
un+1
η(1) , . . . , u

n+1
η(M∗)

)T
.
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Moreover, if we set correspondingly

Φ(z) =
(
Φ
(
un+1
η(1)

)
, . . . ,Φ

(
un+1
η(M∗)

))T
,

then (2.10) stipulates that (2.23) or equivalently,

un+1 −∆tD(un+1) = un + ∆tC(un),

can be written as (2.20) if we define G = (Gij)1≤i,j≤M∗ by

Gij = ∆t ·


2d if i = j,

−1 if i 6= j and j = ν(η(i)± el) for l ∈ {1, . . . , d},
0 otherwise,

and analogously define the entries of w = (w1, . . . , wM∗) by

wi = unη(i) + ∆tC(un)η(i), i = 1, . . . ,M∗.

By Theorem 2.1 with Φ = 0, condition (2.22) guarantees that wi ≥ 0 for i = 1, . . . ,M∗, so the
statement of the corollary follows if we apply Theorem 2.2 to the system (2.20) under the present
interpretations of z, G and w. �

Unfortunately, Corollary 2.1 cannot be directly applied to higher-order IMEX-RK schemes, since
there cannot exist Runge-Kutta implicit schemes in SSP form of order higher than one (see [17]), so
Corollary 2.1 cannot be in principle applied for second-order accuracy in time. We have nevertheless
used Newton-Raphson method, together with a line search algorithm (see [10]) to solve (2.19). At
each step of this algorithm a particular sparse system is solved (apart from the diagonal entry in
each row, only 2d off-diagonal entries are occupied; details in Section 2.4). We have not experienced
any troubles in solving these systems under a stability restriction as (2.22).

2.4. Linear solver. The (damped) Newton’s method applied to (2.20) or, equivalently, to

F (z) := z +GΦ(z)−w = 0 (2.24)

consists in the iteration

F ′(zν)δν = −F (zν), zν+1 = zν + ανδν , ν = 0, 1, 2, . . . ,

where the scalar αν is selected using a line-search algorithm that enforces sufficient decrease of the
function α 7→ ‖F (zν + αδν)‖22 (see [15]). The structure of the Jacobian matrix associated with
(2.24) is particularly simple, namely J := F ′(z) := I + GD, where D = diag(Φ′(z)). To get
a favorable structure when solving Jδ = −F (z), we notice that the columns corresponding to
zk = 0 are zero. In particular, the equations for those k are explicit, so the only equations to be
solved are those for zk 6= 0. In algebraic terms, we define M∗ := M1M2 · · ·Md and assume that the
vector z ∈ (R+

0 )M∗ is an arrangement of {ui}i∈M, taking into account (2.4) and (2.3). For a fixed
vector z = (z1, . . . , zM∗)T of this dimension, we define the index set

I = I(z) := {k | Φ′(zk) > 0} = {k1 < k2 < . . . < kr} ⊆ {1, . . . ,M∗}
and its complement

L := {1, . . . ,M∗}\I(z) = {k | Φ′(zk) = 0} = {j1 < j2 < . . . < jr̄}.
and consider the permutation of (1, . . . ,M∗) given by (k1, k2, . . . , kr, j1, . . . , jr̄), with associated
permutation matrix P . If A = (Aij)1≤i,j≤M∗ is any M∗ ×M∗ matrix, then

PAPT =

[
AI,I AI,L
AL,I AL,L

]
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with the submatrices

(AI,I)p,q = Akp,kq , (AI,L)p,m = Akp,jm , (AL,I)l,q = Ajl,kq , (AL,L)l,m = Ajl,jm .

Consequently, the matrix PJPT has the following block structure, where Ir and I r̄ denote the
r × r and r̄ × r̄ identity matrix, respectively:

PJPT = I + PGPTPDPT =

[
Ir 0
0 I r̄

]
+

[
GI,I GI,L
GL,I GL,L

] [
DI,I 0

0 0

]
=

[
Ir +GI,IDI,I 0
GL,IDI,I I r̄

]
,

Therefore, the solution of Jδ = −F (z) can be obtained by solving PJPTPδ = −PF (z), that is,[
Ir +GI,IDI,I 0
GL,IDI,I I r̄

](
δI
δL

)
= −

(
F (z)I
F (z)L

)
,

which means that in each iteration, we first determine δI by solving

(Ir +GI,IDI,I) δI = −F (z)I , (2.25)

and then calculate δL by evaluating

δL = −F (z)L −GL,IDI,IδI .

The matrix of the system (2.25) can be written as Ĵ = Ir + ĜD̂, where Ĝ and D̂ are the
corresponding submatrices of G and D, respectively. Since the diagonal entries of D̂ are positive,
Ĵ can be transformed into a symmetric and positive definite matrix by

D̂
1/2
ĴD̂

−1/2
= Ir + D̂

1/2
ĜD̂

1/2
.

Therefore system (2.25) can be solved by solving first(
Ir + D̂

1/2
ĜD̂

1/2)
δ̂ = −D̂1/2

F (z)I (2.26)

and then evaluating

δI = D̂
1/2
δ̂.

The solution of (2.26) can be obtained by applying the conjugate gradient method.

3. Numerical examples

3.1. IMEX-RK schemes and CFL condition. We solve numerically (1.1), (1.2) for 0 ≤ t ≤ T
and x ∈ Ω (see (2.2)). We compare numerical results obtained by the IMEX approach proposed
herein with those obtained by the explicit scheme of [4]. To demonstrate that the IMEX schemes
are more efficient than the explicit one independently of the particular choice of the specific IMEX-
RK scheme as given by its pair of Butcher arrays (2.18), we utilize and partly compare results
produced by three different IMEX-RK schemes, namely the scheme

c A

bT
=

1/2 1/2 0
1/2 0 1/2

1/2 1/2
,

c̃ Ã

b̃
T =

0 0 0
1 1 0

1/2 1/2
, (3.1)

denoted by H-CN(2,2,2) in [5] since it is a natural choice when dealing with convection-diffusion
problems, since Heun’s method is an SSP explicit RK one [17], and the Crank-Nicolson method is
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A-stable and widely used for diffusion problems; the classical second-order IMEX-RK method

c A

bT
=

1/4 1/4 0 0
1/4 0 1/4 0
1 1/3 1/2 1/3

1/3 1/3 1/3

,
c̃ Ã

b̃
T =

0 0 0 0
1/2 1/2 0 0
1 1/2 1/2 0

1/3 1/3 1/3

(3.2)

due to Pareschi and Russo [24], denoted by IMEX-SSP2(3,3,2) as in [5], and the third-order scheme

c A

bT
=

α α 0 0 0
0 −α α 0 0
1 0 1− α α 0

1/2 β η 1/2− β − η − α α
0 1/6 1/6 2/3

,
c̃ Ã

b̃
T =

0 0 0 0 0
0 0 0 0 0
1 0 1 0 0

1/2 0 1/4 1/4 0
0 1/6 1/6 2/3,

,

where α = 0.24169426078821, β = α/4, η = 0.12915286960590,

also introduced in [24], and which is here denoted by IMEX-SSP3(4,3,3) following [6].
For each iteration, the time step ∆t = ∆tn is determined by the formula

∆t

(
1

d
max

0≤u≤η(u)
Φ′(u)

d∑
q=1

1

∆x2
q

+ max
1≤l≤d

{
1

∆xl
max
k∈M

∣∣vl,n
k+ 1

2
el

∣∣}) = Ccfl1 , η(u) := max
j∈M

uj , (3.3)

for the explicit scheme and by

∆t max
1≤l≤d

{
1

∆xl
max
k∈M

∣∣vl,n
k+ 1

2
el

∣∣} = Ccfl2 (3.4)

for the IMEX-RK scheme. (Note that the left-hand sides of (3.3) and (3.4) are identical to those
of (2.11) and (2.22), respectively, for ui = uni for all i ∈ M.) In the numerical examples and
for each time discretization we choose Ccfl1 and Ccfl2 as the largest multiple of 0.05 that yields
oscillation-free solutions. This strategy leads to Ccfl1 = 0.25 for the explicit scheme, Ccfl2 = 0.25
for the H-CN(2,2,2) and IMEX-SSP3(4,3,3) schemes, and Ccfl1 = 0.2 for the IMEX-SSP2(3,3,2)
scheme, respectively.

3.2. Approximate numerical error. The approximate numerical error is measured for four of
the five numerical examples, all of which are defined on a square domain with M1 = M2 =: M . In
all these cases we compute a reference solution with M = Mref utilizing the IMEX-RK H-CN(2,2,2)
scheme. In each case the reference solution allows us to compute approximate L1 errors at different
times as follows. We have M = {1, . . . ,M}2, define Mref := {1, . . . ,Mref}2, and denote by(

uMi,j(t)
)

(i,j)∈M and
(
uMref
i,j (t)

)
(i,j)∈Mref

the numerical solution at time t calculated with M2 and M2
ref cells, respectively. We assume that

R := Mref/M is an integer and compute the projection of the reference solution

ũref,M
j,k (t) =

1

R2

R∑
p,q=1

uMref

R(j−1)+p,R(k−1)+q(t).

The approximate L1 error eM (t) associated with the numerical solution on the mesh with M2 cells
at time t is given by

eM (t) =
1

M2

M∑
j,k=1

∣∣ũref,M
j,k (t)− uMj,k(t)

∣∣.
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Figure 1. Example 1: numerical solutions with ∆x = 2L/M and L = 4 for (top)
M = 40, (middle) M = 160, and (bottom) M = 640, at simulated times T = 0.5,
4.5, and 7. The IMEX-RK scheme used is H-CN(2,2,2) given by (3.1).

A numerical order of convergence can be calculated from pairs eM/2(t) and eM (t) by

θM (t) := log2

(
eM (t)/eM/2(t)

)
.

3.3. Numerical examples.

3.3.1. Example 1. Following a numerical experiment proposed in [12], we solve (1.1) for

u0(x) = 0.25χ[−3,3]×[−3,3](x), W (x) = − 1

π
exp
(
−|x|2

)
, V ≡ 0,

H(u) =
ν

m
um ⇒ Φ(u) =

ν(m− 1)

m
um, (3.5)
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IMEX-RK Explicit IMEX-RK Explicit
H-CN(2,2,2) H-CN(2,2,2)

M eM θM cpu [s] eM θM cpu [s] eM θM cpu [s] eM θM cpu [s]
T = 0.5 T = 1

40 6923 — 0.50 6183 — 0.44 14391 — 0.69 13817 — 0.95
80 3437 1.01 0.73 3104 0.99 3.26 7089 1.02 1.80 6973 0.99 7.70

160 1595 1.11 5.50 1443 1.11 35.5 3355 1.08 12.0 3292 1.08 80.5
320 709.9 1.17 53.3 651.1 1.15 577 1507 1.15 103 1480 1.15 1267
640 290.3 1.29 466 270.8 1.27 10010 636.7 1.24 985 625.8 1.24 21849

T = 4.5 T = 5
40 35067 0.60 2.30 41592 0.72 12.2 40057 — 2.58 47500 — 14.7
80 23158 0.88 14.3 25320 0.95 135 24684 0.70 16.5 26910 0.82 164

160 12619 1.02 87.1 13137 1.05 1562 12629 0.97 100 13225 1.02 1945
320 6226 1.18 716 6340 1.20 21548 6032 1.07 821 6171 1.10 26936
640 2739 0.00 8065 2766 0.00 338985 2614 1.21 8982 2649 1.22 422759

T = 6.5 T = 7
40 269041 — 3.80 275375 — 25.9 172173 — 4.70 183920 0.00 36.2
80 165465 0.70 24.2 177743 0.63 252 178006 -0.05 31.3 183770 0.15 362

160 63488 1.38 141 65775 1.43 3050 163004 0.13 170 165729 0.93 3771
320 26180 1.28 1159 26637 1.30 42585 85463 0.93 1374 86850 1.31 48479
640 10577 1.31 12377 10691 1.32 665871 34566 1.31 14069 34931 0.00 741821

Table 1. Example 1: approximate L1 errors (eM , figures to be multiplied by 10−6),
convergence rates (θM ), and CPU times (cpu).

where χA is the characteristic function of a set A and Φ(u) is defined in (1.3). In this example we
choose ν = 0.1 and m = 2.1, and limit ourselves to the IMEX-RK scheme H-CN(2,2,2) given by
(3.1). The numerical results for various values of M are displayed in Figure 1. The approximate
errors, convergence rates, and CPU times are provided in Table 1, where we compare the error of
approximation with respect to a reference solution with Mref = 2560 cells per direction. Figure 2
contains the efficiency plots for the end times T for which the errors are measured. According to
Table 1, for T ≥ 4.5 the errors and CPU times produced by IMEX-RK scheme are smaller than for
the explicit version, and Figure 2 indicates that for these simulated times the IMEX-RK scheme is
more efficient than the explicit version.

3.3.2. Example 2. We consider the numerical example in two dimensions proposed in [27]. Here
u represents the population density and W ∗ u is the velocity. Specifically, we choose the functions

W (x) = − 1

2π
exp(−|x|), V ≡ 0,

and Φ(u) given by (3.5) with ν = 1/2 and m = 3. The initial datum u0 consists of two disjoint
discs of radius 5 and centered at (7, 0) and (−7, 0), both with randomly distributed population with
values between 0 and 1 such that the total population size is given by

∫
R2u0(x) dx = 600. The

initial condition is defined for a 75×75 discretization, which is also utilized for finer discretizations
with M = 150, 300 and 600, so the initial condition is exactly the same in all cases. The numerical
solution for three different discretizations at four different times is displayed in Figure 3. The
approximate errors, convergence rates, and CPU times for these times are provided in Table 2.
The reference solution is computed with Mref = 2400 cells per dimension. Figure 4 contains the
efficiency plots for three different end times. We observe that for a given discretization M and
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Figure 2. Example 1: efficiency plots corresponding to six simulated times. The
IMEX-RK scheme employed is the scheme H-CN(2,2,2) given by (3.1).

with the exception of simulated time T = 0.01, the errors produced by the IMEX-RK schemes are
smaller than those of the explicit scheme. Also, with the exception of some of the cases of M = 75,
the CPU times for the IMEX-RK schemes are substantially smaller than for the explicit scheme.
Thus, the IMEX-RK schemes are most efficient in all instances.

3.3.3. Example 3. This example is a 2D version of [12, Example 2]. More precisely, we utilize

u0(x) = 0.05χ[−3,3]×[−3,3](x), W (x) = − (1− |x|)+ , V ≡ 0,

and Φ(u) given by (3.5) with ν = 1.48 and m = 3. The numerical solution for three different
discretizations at four different times is displayed in Figure 5. The approximate errors, convergence
rates, and CPU times for these times are provided in Table 3, where we compare the error of
approximation with respect to the reference solution with Mref = 1280 cells per dimension, and
Figure 6 contains the efficiency plots for three different end times. For this example, the IMEX-RK
schemes produce slightly smaller errors but are faster than the explicit scheme, and therefore turns
out significantly more efficient.

3.3.4. Example 4. In this example we utilize the functions

W (x) =
1

2π

(
exp(−|x− x1|) + exp(−|x− x2|)

)
,
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Figure 3. Example 2: numerical solutions with ∆x = 2L/M and L = 20 for (top)
M = 75, (middle) M = 300 and (bottom) M = 600, at simulated times T = 0.01,
0.7, 2.8, and 11.2. The IMEX-RK scheme is H-CN(2,2,2) given by (3.1).

where x1 = (7, 0) and x2 = (−7, 0), V ≡ 0, and Φ(u) given by (3.5) with ν = 1 and m = 4. The
initial condition u0 is a random function with values between 0 and 1 distributed over the (x1, x2)-
square [−30, 30] × [−30, 30]. The initial condition is defined for a discretization with M = 40,
which is also used for finer discretizations as in Example 2. Numerical solutions for three different
discretizations at four different simulations times are displayed in Figure 7. For this example the
initial solution evolves until a steady state that consists of vertical stripes. The numerical solutions
for the different discretizations converge to the same steady state solution. This can be observed
in Table 4, where we compare the error of approximation with respect the reference solution which
is computed with Mref = 1280. Figure 8 contains the efficiency plots for three different end times.
Table 4 indicates that the errors produced by IMEX-RK schemes are slightly smaller than those of
the explicit scheme, but again the IMEX-RK schemes use less CPU time than the explicit scheme,
and we conclude that the IMEX-RK schemes turn out more efficient than the explicit version.

It is instructive to compare the gain in efficiency of this example with that of Example 2. In view
of the CFL conditions (3.3) and (3.4), the gain in efficiency by IMEX-RK schemes with respect
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IMEX-RK IMEX-RK IMEX-RK Explicit
H-CN(2,2,2) IMEX-SSP2(3,3,2) IMEX-SSP3(4,3,3)

M eM θM cpu [s] eM θM cpu [s] eM θM cpu [s] eM θM cpu [s]
T = 0.01

75 27430 — 1.84 28858 — 0.87 30323 — 1.96 29394 — 1.49
150 19532 0.49 1.78 14933 0.95 1.57 10070 1.59 2.90 17487 0.75 14.9
300 34651 -0.83 17.6 26977 -0.85 28.6 15781 -0.65 21.7 19571 -0.16 185
600 49383 -0.51 381 12475 1.11 484 23922 -0.60 386 22320 -0.19 2626

T = 0.7
75 10480 — 12.5 10496 — 8.64 10545 — 15.5 11106 — 20.6

150 6787 0.63 56.8 6818 0.62 57.3 6833 0.63 72.8 7052 0.66 265
300 3188 1.09 594 3207 1.09 503 3218 1.09 629 3294 1.10 3647
600 1096 1.54 4878 1105 1.54 7367 1112 1.53 4822 1138 1.53 47957

T = 2.8
75 14212 — 39.4 14217 — 28.6 14231 — 52.3 14481 — 40.1

150 9044 0.65 182 9052 0.65 197 9057 0.65 236 9165 0.66 523
300 4244 1.09 1675 4249 1.09 1457 4252 1.09 1839 4296 1.09 7359
600 1461 1.54 11360 1463 1.54 15493 1465 1.54 11235 1482 1.54 123643

T = 11.2
75 17527 — 134 17528 — 128 17532 — 182 17631 — 72.4

150 11171 0.65 749 11173 0.65 853 11174 0.65 1034 11223 0.65 946
300 5264 1.09 4840 5265 1.09 5565 5266 1.09 5915 5288 1.09 13319
600 1817 1.53 27290 1818 1.53 44158 1818 1.53 31011 1827 1.53 288459

Table 2. Example 2: approximate L1 errors (eM , figures to be multiplied by 10−6),
convergence rates (θM ) and CPU times (cpu).
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Figure 4. Example 2: efficiency plots based on numerical solutions for M =
75, 150, 300, 600.

to their explicit counterpart is likely to appear earlier (when discretization is successively refined)
whenever the diffusion term is dominant, that is max0≤u≤η(un) Φ′(u) (arising in (3.3)) is large in
comparison with the maximum on the convective velocities (the term that arises in both (3.3) and
(3.4)). In Example 2 we have Φ′(u) = u2 and in Example 4 there holds Φ′(u) = u3, with u-values
ranging between 0 and 1 in Example 2 (see Figure 3) but only between 0 and 0.6 for M = 160 and
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Figure 5. Example 3: numerical solutions with ∆x = 2L/M and L = 5 for (top)
M = 40, (middle) M = 160 and (bottom) M = 320, at simulated times T = 10, 20,
40, and 80. The IMEX-RK scheme is given by (3.1).

M = 320 in Example 4 (see Figure 7). Since the dimensions of the domain of Examples 2 and 4 are
the same and the interaction potential W produces similar values in both cases, one can roughly
say that Example 2 is more diffusion dominant than Example 4, which explains why the gain in
efficiency is better visible for the discretizations considered in the plots of Figure 4 (for Example 2)
than for those of Figure 8.

3.3.5. Example 5. Finally, we present one additional example without error analysis but to demon-
strate that (1.1), (1.2), and numerical methods developed for the approximation of its solutions,
capture a model of swarming with diffusion [26]. In this context (1.1) represents the Fokker-Planck
equation of the space-homogeneous version of a swarming model (see Section 1.2) whose solution
u = u(x, t) is the density distribution of individuals having velocity x ∈ Rd at time t > 0. For our
example, the functions

W (x) =
1

|x|
, V (x) = α

(
|x|4

4
− |x|

2

2

)
, and Φ(u) = νu,
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IMEX-RK IMEX-RK IMEX-RK Explicit
H-CN(2,2,2) IMEX-SSP2(3,3,2) IMEX-SSP3(4,3,3)

M eM θM cpu [s] eM θM cpu [s] eM θM cpu [s] eM θM cpu [s]
T = 10

40 4276 — 1.23 4294 — 4.62 4264 — 7.37 6528 — 11.0
80 3428 0.32 5.91 3417 0.33 42.7 3419 0.32 84.5 4110 0.67 118

160 2142 0.68 44.5 2140 0.68 310 2140 0.68 547 2262 0.86 1423
320 1042 1.04 301 1041 1.04 2797 1042 1.04 4325 1071 1.08 19170

T = 20
40 14161 — 2.60 14433 — 10.7 14202 — 16.9 20045 — 28.9
80 5298 1.42 15.2 5566 1.37 105 5352 1.41 213 4128 2.28 349

160 960 2.46 118 959 2.54 788 961 2.48 1299 1130 1.87 4738
320 580 0.73 819 571 0.75 7236 580 0.73 11774 735 0.62 67428

T = 40
40 2109 — 6.42 2139 — 26.6 2216 — 40.4 24943 — 64.4
80 3031 -0.52 38.0 3130 -0.55 273 3071 -0.47 578 2226 3.49 1148

160 1228 1.30 277 1235 1.34 1896 1233 1.32 3052 1170 0.93 15782
320 496 1.31 2000 497 1.31 16784 498 1.31 27367 506 1.21 228229

T = 80
40 2109 — 15.0 2076 — 63.8 2133 — 96.2 32239 — 135.3
80 1912 0.14 86.0 1919 0.11 626 1988 0.10 1306 2562 3.65 2892

160 1152 0.73 593 1154 0.73 4061 1163 0.77 6546 1154 1.15 39366
320 567 1.02 4335 567 1.03 35241 568 1.03 45427 537 1.10 571621

Table 3. Example 3: approximate L1 errors (eM , figures to be multiplied by 10−6),
convergence rates (θM ), and CPU times (cpu).
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Figure 6. Example 3: efficiency plots based on numerical solutions for ∆x = 2L/M
with M = 40, 80, 160, 320.

the parameters α = 2 or α = 4 and ν = 0.3, 0.1 and 0.5, and the initial condition is given by

u0(x) =
1

π
exp(−|x− x3|2), where x3 = (2, 2), (3.6)

are chosen precisely as in [26, Example 3]. We obtained numerical solutions for M1 = M2 = 80
cells at four different simulated times shown in Figure 9. The pairs (α, ν) = (2, 0.3), (4, 0.1), and
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Figure 7. Example 4: numerical solutions with ∆x = 2L/M and L = 30 for (top)
M = 40, (middle) M = 160 and (bottom) M = 320, at simulated times T = 0.05,
10, 30, and 100. The IMEX-RK scheme employed is IMEX-SSP2(3,3,2) given by
(3.2).

(4, 0.5), corresponding to the top, middle, and bottom rows of Figure 9, respectively, correspond
to the scenarios for which the corresponding steady-state solution is shown in plot (e), (g), and (i)
of [26, Figure 5], respectively. It is worth noting that only in the case (α, ν) = (4, 0.5), due to the
relative high value of ν (cf. [26, Th. 4]), the steady-state solution will be radially symmetric with
mean (0, 0) so the swarm will not propel into any preferential direction while in the two other cases
that mean will have two equal positive components, as is stipulated by the initial condition (3.6).

4. Conclusions

Through a series of numerical examples we have reconfirmed that IMEX schemes, based on
IMEX-RK time discretizations, represent a serious alternative to the explicit scheme introduced
in [12] for the efficient numerical solution of (1.1). These results reconfirm those of [9] for the
one-dimensional (1D) case, (where we remark that the 1D case had been studied separately since
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IMEX-RK IMEX-RK IMEX-RK Explicit
H-CN(2,2,2) IMEX-SSP2(3,3,2) IMEX-SSP3(4,3,3)

M eM θM cpu [s] eM θM cpu [s] eM θM cpu [s] eM θM cpu [s]
T = 0.05

40 55627 — 1.05 55685 — 0.55 55661 — 0.54 51846 — 0.19
80 34136 0.70 0.82 34446 0.69 0.83 34462 0.69 0.72 33340 0.64 0.87

160 17462 0.97 14.3 15969 1.11 8.32 13870 1.31 6.63 12353 1.43 11.8
320 9056 0.95 83.6 3392 2.24 104 3664 1.92 75.3 2921 2.08 190

T = 10
40 55446 — 2.44 55572 — 1.97 55472 — 1.55 58363 — 3.47
80 19039 1.54 30.7 19020 1.55 27.4 19017 1.54 19.7 19283 1.60 41.3

160 7408 1.36 614 7406 1.36 466 7406 1.36 337 7539 1.35 595
320 2384 1.64 4511 2383 1.64 4974 2383 1.64 3625 2477 1.61 9817

T = 30
40 168099 — 5.23 170601 — 4.83 170061 — 3.44 184135 — 10.7
80 41992 2.00 72.0 42051 2.02 63.7 42052 2.02 45.6 42685 2.11 102

160 13931 1.59 1455 13930 1.59 968 13932 1.59 797 13983 1.61 1380
320 4191 1.73 10804 4191 1.73 11134 4191 1.73 7890 4231 1.72 20746

T = 60
40 222432 — 10.5 224421 — 10.2 224201 — 6.99 250099 — 27.7
80 101733 1.13 132 102380 1.13 118 102265 1.13 90.2 104855 1.25 209

160 32695 1.64 2451 32743 1.64 1578 32736 1.64 1335 32847 1.67 2427
320 9388 1.80 18426 9391 1.80 18536 9390 1.80 13027 9389 1.81 34878

T = 100
40 213524 — 16.9 214386 — 16.7 214315 — 11.3 220105 — 49.2
80 135826 0.65 233 136635 0.65 211 136502 0.65 164 142007 0.63 407

160 56102 1.28 3790 56290 1.28 2612 56259 1.28 2133 57156 1.31 4359
320 17536 1.68 26139 17569 1.68 27088 17563 1.68 19782 17668 1.69 55105

Table 4. Example 4: approximate L1 errors (eM , figures to be multiplied by 10−6),
convergence rates (θM ), and CPU times (cpu).

in that setting one may transform a particular nonlocal of aggregation [4] into a local PDE that
can be solved to obtain a reference solution). Here, we observe for Examples 1 to 4 that according
to Tables 1 to 4, and with the possible exception of very small simulated times and the coars-
est discretization in each case, the approximate numerical errors for a given simulated time and
discretization stay very close to each other for all numerical schemes tested, and the efficiency
plots (Figures 2, 4, 6, and 8) indicate that at least for finer discretizations, there is a clear gain
of efficiency of the IMEX-RK schemes in comparison to the explicit version. Of course, in view
of (3.3) as compared to (3.4), the gain in efficiency is likely to appear earlier (for moderately fine
discretizations) whenever the diffusion term is dominant. With respect to CPU times, we remark
that the maxima arising in (3.3) and (3.4) have been evaluated in each iteration; in practice one
would possibly devise alternative and less cost intensive time stepping strategies (say, keep ∆t fixed
over larger periods).
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Figure 8. Example 4: efficiency plots based on numerical solution for ∆x = 2L/M
with M = 40, 80, 160, 320.
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jej, Mauricio Sepúlveda, Rodrigo Véjar: Uniform decay rates for a suspension
bridge with locally distributed nonlinear damping

2018-48 Gabriel N. Gatica, Cristian Inzunza: An augmented fully-mixed finite element
method for a coupled flow-transport problem

2018-49 Sergio Caucao, Gabriel N. Gatica, Felipe Sandoval: A fully-mixed finite
element method for the coupling of the Navier-Stokes and Darcy-Forchheimer equations

2018-50 Nicolas Barnafi, Gabriel N. Gatica, Daniel E. Hurtado, Willian Mi-
randa, Ricardo Ruiz-Baier: A posteriori error estimates for primal and mixed
finite element approximations of the deformable image registration problem

2018-51 Rodolfo Araya, Ramiro Rebolledo, Frederic Valentin: On a multiscale a
posteriori error estimator for the Stokes and Brinkman equations

2018-52 Felisia A. Chiarello, Paola Goatin, Luis M. Villada: Lagrangian-antidiffu-
sive remap schemes for non-local multi-class traffic flow models

2019-01 Paulo Amorim, Bruno Telch, Luis M. Villada: A reaction-diffusion predator-
prey model with pursuit, evasion, and nonlocal sensing

2019-02 Ana Alonso-Rodriguez, Jessika Camaño, Eduardo De Los Santos, Ro-
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