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Abstract

In this paper, we introduce and analyze a high-order, fully-mixed finite element method for the free
convection of n-dimensional fluids, n ∈ {2, 3}, with temperature-dependent viscosity and thermal
conductivity. The mathematical model is given by the coupling of the equations of continuity,
momentum (Navier-Stokes) and energy by means of the Boussinesq approximation, as well as mixed
thermal boundary conditions and a Dirichlet condition on the velocity. Because of the dependence
on the temperature of the fluid properties, several additional variables are defined, thus resulting in
an augmented formulation that seeks the rate of strain, pseudostress and vorticity tensors, velocity,
temperature gradient and pseudoheat vectors, and temperature of the fluid. Using a fixed-point
approach, smallness-of-data assumptions and a slight higher-regularity assumption for the exact
solution provide the necessary well-posedness results at both continuous and discrete levels. In
addition, and as a result of the augmentation, no discrete inf-sup conditions are needed for the
well-posedness of the Galerkin scheme, which provides freedom of choice with respect to the finite
element spaces. In particular, we suggest a combination based on Raviart-Thomas, Lagrange
and discontinuous elements for which we derive optimal a priori error estimates. Finally, several
numerical examples illustrating the performance of the method and confirming the theoretical rates
of convergence are reported.
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element methods, a priori error analysis
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1 Introduction

Free convective flows can be found in a wide amount of settings throughout nature and industry, for
instance, in mantle convection, stratified oceanic flows and the cooling of electronic devices, to name
a few. Many of these processes can be modeled by coupling the equations of continuity, momentum
(Navier-Stokes) and energy using the Boussinesq approximation, which (in this context) assumes the
density of the fluid to be constant in all terms of the equations, except in the buoyancy term of the
momentum equation, where a linear dependence is considered. Nevertheless, other properties may
also vary with temperature, as is the case of, for example, viscosity and thermal conductivity in
oils and nanofluids, which poses a significant effect on the fluid flow. In this regard, several finite
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element methods to approximate the solution to this and related problems, both with constant and
temperature-dependent properties have been proposed (see [2, 3, 4, 5, 6, 8, 11, 12, 13, 20, 21, 24, 25, 26]
and the references therein).

In particular, the authors in [20, 21] propose finite element methods based on primal formulations
of the Boussinesq system. The first one deals with the problem in its primitive variables, while
the second one introduces the normal heat flux through the boundary as an additional variable to
achieve conformity of the scheme. Nonetheless, both methods are proved to be optimally convergent
whenever the exact solution is smooth enough, and the data and the W1,∞-norm of the velocity
and temperature are small enough. More recently in [2], while the authors still consider a primal
formulation of the energy equation with a space-dependent thermal conductivity, they also consider
a mixed formulation of the momentum and continuity equations but with a temperature-dependent
viscosity in a pseudostress-velocity-vorticity formulation. Hence, using fixed-point strategies from
[5, 11], and using Raviart-Thomas elements to approximate the pseudostress, Lagrange elements for
the velocity and temperature, and discontinuous elements for the vorticity and normal heat flux, they
are able to construct an optimally-convergent method whenever the exact solution is smooth enough,
and the data is sufficiently small. However, the presence of a variable viscosity leads to restrict the
analysis to the two-dimensional case, as it becomes necessary to use Sobolev embeddings into smaller
Lp spaces. To overcome this drawback, recent work [4] has shown that, by defining the rate of strain
tensor as a new variable (in addition to the pseudostress, velocity and vorticity), the analysis is now
valid for two and three-dimensional domains.

The purpose of this work is to extend the analysis and results of [4] by deriving now an augmented
fully-mixed finite element method for the Boussinesq problem, but considering this time both the
viscosity and the thermal conductivity of the fluid as temperature-dependent functions, and mixed
thermal boundary conditions. To this end, we consider again the mixed formulation of the Navier-
Stokes equations in [4], to then, using this same approach, construct a mixed formulation for the energy
equation. More precisely, we consider the temperature gradient and pseudoheat vector as additional
variables, which together with the temperature, rate of strain, pseudostress, velocity and vorticity
comprise the unknowns of the problem. At this point, we remark that the main difference with respect
to [12] is the consideration in this work of temperature-dependent parameters, which also becomes
the cause of defining the rate of strain and temperature gradient in addition to the variables defined
in the aforementioned work (recall from [2] that the vorticity appears in this formulation because of
the consideration of a more physical version of the Cauchy stress tensor). That being said, part of our
analysis follows basically the same uncoupling and fixed-point strategies from [2, 4, 5, 11, 12], reason
why we do not provide all details but make the proper references when it corresponds. At a continuous
level, we prove that the uncoupled problems are well-posed thanks to the Lax-Milgram theorem, and
then we prove that the fixed-point operator admits a unique fixed point by means of the Banach
fixed-point theorem, whenever the data is sufficiently small and assuming that the exact solution has
a slightly higher regularity than the one the well-posedness results provide. Then, following these
same steps, we provide a well-posedness result for the Galerkin scheme where one of the key features
of this work can be appreciated: there is no need to impose inf-sup conditions on the discrete analysis,
which gives us the freedom to choose any combination of finite element subspaces. In particular, we
approximate the pseudostress and pseudoheat variables using Raviart-Thomas elements of order k,
the velocity and temperature using Lagrange elements of order k+ 1, and the rate of strain, vorticity
and temperature gradient using just discontinuous piecewise polynomials of degree ≤ k. When the
data are sufficiently small, optimal a priori error estimates can be derived thanks to the Strang lemma,
and these are later verified with numerical examples in two and three-dimensional domains.

Finally, we consider worthwhile to mention other features of this fully-mixed method. First, as
Dirichlet conditions appear naturally in mixed formulations, it is not necessary to define boundary
unknowns to achieve conformity in the scheme (see the Lagrange multiplier defined in [2, 4]), thus

2



unifying the analysis of the uncoupled problems and simplifying the computational implementation of
this method. Also, as not only the velocity and temperature of the fluid are part of the solution but
also their gradients, many other physical variables of interest can be computed as a simple post-process
without requiring numerical differentiations that could deteriorate the good quality of the results.

1.1 Outline

The rest of this work is organized as follows. First, we end this section by introducing some notation
that will be used throughout the paper. Then, in Section 2, we set the Boussinesq problem with
temperature-dependent viscosity and thermal conductivity functions, and introduce the new variables
that will allow us to construct a fully-mixed formulation. Next, in Section 3, we uncouple the problem
using a fixed-point argument. The uncoupled problems are then analyzed by means of the Lax-
Milgram theorem, and existence of a unique fixed point is proved by fulfilling the hypotheses of the
Banach fixed-point theorem. Later, in Section 4 these techniques are used to prove the well-posedness
of the corresponding Galerkin scheme, but this time using the Brouwer fixed-point theorem, and then
we make a specific choice of finite element subspaces. Finally, in Section 5 we derive some a priori
error estimates using Strang’s lemmas, to then in Section 6 illustrate the good performance of this
augmented fully-mixed finite element method and confirm the theoretical rates of convergence through
several numerical examples in two and three dimensions.

1.2 Preliminaries

Let us denote by Ω ⊂ Rn, n ∈ {2, 3}, a given bounded domain with polyhedral boundary Γ, and
denote by ν the outward unit normal vector on Γ. Standard notation will be adopted for Lebesgue
spaces Lp(Ω) and Sobolev spaces Ws,2(Ω) =: Hs(Ω) with norm ‖ · ‖s,Ω and seminorm | · |s,Ω. In

particular, H1/2(Γ) is the space of traces of functions in H1(Ω). By M and M we will denote the
corresponding vectorial and tensorial counterparts of the generic scalar functional space M, and ‖ · ‖,
with no subscripts, will stand for the natural norm of either an element or an operator in any product
functional space. In turn, for any vector fields v = (vi)i=1,...,n and w = (wi)i=1,...,n, we set the gradient,
divergence and tensor product operators, as

∇v :=

(
∂vi
∂xj

)
i,j=1,...,n

, div v :=

n∑
j=1

∂vj
∂xj

, and v ⊗w := (viwj)i,j=1,...,n.

In addition, for any tensor fields τ = (τij)i,j=1,...,n and ζ = (ζij)i,j=1,...,n, we let div τ be the divergence
operator div acting along the rows of τ , and define the transpose, the trace, the tensor inner product,
and the deviatoric tensor, respectively, as

τ t := (τji)i,j=1,...,n, tr(τ ) :=
n∑
i=1

τii, τ : ζ :=
n∑

i,j=1

τij ζij , and τ d := τ − 1

n
tr(τ )I,

where I stands for the identity tensor in R := Rn×n. Furthermore, we recall that

H(div; Ω) :=
{
τ ∈ L2(Ω) : div τ ∈ L2(Ω)

}
,

equipped with the usual norm

‖ τ ‖2div;Ω := ‖ τ ‖20,Ω + ‖div τ ‖20,Ω,

is a standard Hilbert space in the realm of mixed problems. Finally, in what follows, | · | denotes
the Euclidean norm in R := Rn. Also, we employ 0 to denote a generic null vector and use C, with
or without subscripts, bars, tildes or hats, to mean generic positive constants independent of the
discretization parameters, which may take different values at different places.
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2 The Model Problem

In this section, we first introduce the Boussinesq problem with its original unknowns, to then define
suitable new variables that will later allow us to construct a fully-mixed formulation.

2.1 The original formulation

Let us consider the flow of a non-isothermal, incompressible, Newtonian fluid with varying viscosity
and thermal conductivity within a region Ω. Then, under the Boussinesq approximation, the problem
reads: Find a velocity u, a pressure p and a temperature ϕ such that

−div (µ(ϕ)e(u)) + (∇u)u +∇p− ϕg = fm in Ω, (2.1a)

div u = 0 in Ω, (2.1b)

−div (k(ϕ)∇ϕ) + u · ∇ϕ = fe in Ω, (2.1c)

u = 0 on Γ, (2.1d)

ϕ = ϕD on ΓD, (2.1e)

k(ϕ)∇ϕ · ν = 0 on ΓN , (2.1f)

where the boundary Γ of Ω is split as Γ = ΓD ∪ ΓN , −g ∈ L∞(Ω) is an external force per unit
mass (e.g. gravity force, centrifugal force, Coriolis force), fm ∈ L2(Ω) and fe ∈ L2(Ω) are source
terms, ϕD ∈ H1/2(ΓD) is a prescribed temperature and µ, k : R→ R+ are the temperature-dependent
viscosity and thermal conductivity functions, respectively, which are assumed to be bounded above
and below by positive constants, that is, there exist µ2 ≥ µ1 > 0 and k2 ≥ k1 > 0 such that

µ1 ≤ µ(t) ≤ µ2 and k1 ≤ k(t) ≤ k2, ∀ t ∈ R. (2.2)

We also assume that µ and k are Lipschitz continuous functions, that is, there exist Lµ, Lk > 0 such
that

|µ(s)− µ(t)| ≤ Lµ|s− t| and |k(s)− k(t)| ≤ Lk|s− t| ∀ s, t ∈ R . (2.3)

Notice that the difference in (2.1) with respect to the previous work [2] relies on the introduction of a
temperature-dependent thermal conductivity, the introduction of mixed boundary conditions for the
energy equation, and the presence of source terms, which albeit used in the numerical examples of
[2, Section 6], they were not considered in the theoretical results, and therefore, we include them for
clarity purposes.

2.2 Introduction of new variables

Let us first consider the spaces

L2
tr(Ω) :=

{
s ∈ L2(Ω) : s = st and tr(s) = 0

}
, (2.4)

L2
skew(Ω) :=

{
η ∈ L2(Ω) : η + ηt = 0

}
, (2.5)

and, in a similar way to [4], define the following variables, known respectively as the rate of strain,
pseudostress and vorticity tensors:

t := e(u), σ := µ(ϕ)e(u)− u⊗ u− pI, γ := ω(u), (2.6)
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where e(u) and ω(u) are respectively the symmetric and skew-symmetric parts of the velocity gradient
tensor ∇u. Then, the momentum and continuity equations (2.1a) and (2.1b) can be rewritten as:

−∇u + t + γ = 0 in Ω, (2.7a)

µ(ϕ)t− (u⊗ u)d − σd = 0 in Ω, (2.7b)

−divσ − ϕg = fm in Ω, (2.7c)

u = 0 on Γ, (2.7d)∫
Ω

tr(σ + u⊗ u) = 0. (2.7e)

Notice that the continuity equation is implicitly present in (2.7b), and it suggests us that rate of
strain tensor t must be sought in L2

tr(Ω), whereas (2.7a) suggests the vorticity tensor to be sought
in L2

skew(Ω). Consequently, to characterize these tensors in the two-dimensional case, we only need to
know two of the four components of the rate of strain tensor, and only one component of the vorticity
tensor (similar simplifications hold for the three-dimensional case).

Next, in order to construct a mixed formulation for the energy equation, we follow the approach
taken in [9, 12] and define

p := k(ϕ)∇ϕ− ϕu, (2.8)

which from now on will be called “pseudoheat”. In addition, analogously to the mixed formulation
for the momentum equation, we consider the temperature gradient as another new variable

ζ := ∇ϕ. (2.9)

Therefore, the energy equation (2.1c) can be rewritten in these terms as

−∇ϕ+ ζ = 0 in Ω, (2.10a)

k(ϕ)ζ − ϕu− p = 0 in Ω, (2.10b)

−div p = fe in Ω, (2.10c)

ϕ = ϕD on ΓD, (2.10d)

p · ν = 0 on ΓN , (2.10e)

where the Neumann condition (2.1f) has been converted to (2.10e) thanks to the no-slip condition
u = 0 on Γ.

In this way, the Boussinesq problem (2.1) can now be seen as the set of equations (2.7) and (2.10).
Then, a mixed formulation of each one of them can be constructed upon integration by parts of (2.7a)
and (2.10a) when multiplied by proper test functions, which is the purpose of the next section.

3 The continuous problem

We now turn to the construction and analysis of a fully-mixed formulation for the Boussinesq problem
introduced in the previous section.

3.1 An augmented fully-mixed formulation

First, we recall from [4] the equations corresponding to the mixed formulation of the momentum
equation: ∫

Ω
t : τ d +

∫
Ω
γ : τ +

∫
Ω

u · div τ = 0 ∀ τ ∈ H0(div; Ω), (3.1)
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∫
Ω
µ(ϕ)t : s−

∫
Ω

(u⊗ u)d : s−
∫

Ω
σd : s = 0 ∀ s ∈ L2

tr(Ω), (3.2)

−
∫

Ω
v · divσ −

∫
Ω
σ : η =

∫
Ω
ϕg · v +

∫
Ω

fm · v ∀ (v,η) ∈ L2(Ω)× L2
skew(Ω), (3.3)

where

H0(div; Ω) :=

{
τ ∈ H(div; Ω) :

∫
Ω

tr(τ ) = 0

}
.

Then, to obtain a mixed formulation for the energy equation, we multiply (2.10a) by a test function
q ∈ HN(div; Ω), where

HN(div; Ω) :=
{

q ∈ H(div; Ω) : q · ν = 0 on ΓN

}
, (3.4)

and integrate by parts. Using the boundary condition (2.10d), we get∫
Ω
ζ · q +

∫
Ω
ϕ div q = 〈q · ν, ϕD 〉ΓD

∀ q ∈ HN(div; Ω) , (3.5)

where 〈·, ·〉ΓD
stands for the duality pairing between H−1/2(ΓD) and H1/2(ΓD). Next, we only multiply

(2.10b) and (2.10c) by proper test functions:∫
Ω
k(ϕ)ζ · χ−

∫
Ω
ϕu · χ−

∫
Ω

p · χ = 0 ∀ χ ∈ L2(Ω), (3.6)

and

−
∫

Ω
ψ div p =

∫
Ω
feψ ∀ ψ ∈ L2(Ω). (3.7)

Notice that, due to the second term in both (3.2) and (3.6), we require the velocity and temperature
to have (weak) bounded derivatives as shown in the following inequalities, which can be obtained by
using the Hölder inequality and the continuous injections i : H1(Ω) → L4(Ω) and i : H1(Ω) → L4(Ω)
(cf. [1, Theorem 4.12], [22, Theorem 1.3.4]):∣∣∣∣∫

Ω
(u⊗w)d : s

∣∣∣∣ ≤ c1(Ω)‖u ‖1,Ω‖w ‖1,Ω‖ s ‖0,Ω ∀ u,w ∈ H1(Ω), s ∈ L2(Ω); (3.8)

∣∣∣∣∫
Ω
ϕu · χ

∣∣∣∣ ≤ c2(Ω)‖ϕ ‖1,Ω‖u ‖1,Ω‖χ ‖0,Ω, ∀ ϕ ∈ H1(Ω), u ∈ H1(Ω), χ ∈ L2(Ω), (3.9)

where c1(Ω) and c2(Ω) are positive constants that depend solely on ‖i‖ and ‖i‖. Therefore, at a first
glance, the fully-mixed formulation for the Boussinesq problem (2.1) is composed by equations (3.1)-
(3.3) and (3.5)-(3.7). Nevertheless, to properly analyze the problem, and to achieve conformity of the
scheme, we augment it with redundant Galerkin-type terms that arise from the modelling equations,
namely

κ1

∫
Ω

{
σd + (u⊗ u)d − µ(ϕ)t

}
: τ d = 0 ∀ τ ∈ H0(div; Ω), (3.10)

κ2

∫
Ω

{
divσ + ϕg

}
· div τ = −κ2

∫
Ω

fm · div τ ∀ τ ∈ H0(div; Ω), (3.11)

κ3

∫
Ω

{
e(u)− t

}
: e(v) = 0 ∀ v ∈ H1

0(Ω), (3.12)

κ4

∫
Ω

{
γ − ω(u)

}
: η = 0 ∀ η ∈ L2

skew(Ω) , (3.13)
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for the momentum and continuity equations, and

κ5

∫
Ω

{
p + ϕu− k(ϕ)ζ

}
· q = 0 ∀ q ∈ HN(div; Ω), (3.14)

κ6

∫
Ω

div p div q = −κ6

∫
Ω
fe div q ∀ q ∈ HN(div; Ω), (3.15)

κ7

∫
Ω

{
∇ϕ− ζ

}
· ∇ψ = 0 ∀ ψ ∈ H1(Ω), (3.16)

κ8

∫
ΓD

ϕ ψ = κ8

∫
ΓD

ϕD ψ ∀ ψ ∈ H1(Ω), (3.17)

for the energy equations, where κj , j ∈ {1, . . . , 8}, are positive constants to be specified later on. Here,
equations (3.10)-(3.13) are extracted directly from [4], whereas (3.14)-(3.17) are constructed using the
same principles. In this way, denoting by

H := L2
tr(Ω)×H0(div; Ω)×H1

0(Ω)× L2
skew(Ω), Q := L2(Ω)×HN(div; Ω)×H1(Ω),

~t := (t,σ,u,γ), ~s := (s, τ ,v,η), ~ζ := (ζ,p, ϕ), ~χ := (χ,q, ψ),

the augmented fully-mixed formulation for this Boussinesq problem is: Find (~t, ~ζ) ∈ H×Q such that

Aϕ(~t,~s) + Bu(~t,~s) = Fϕ(~s) + Fm(~s) ∀ ~s ∈ H, (3.18a)

Cϕ(~ζ, ~χ) + Du(~ζ, ~χ) = GD(~χ) +Ge(~χ) ∀ ~χ ∈ Q, (3.18b)

where, given (w, φ) ∈ H1(Ω) × H1(Ω), the forms Aφ, Bw, Cφ, Dw and the functionals Fφ, Fm, GD,
Ge are defined as:

Aφ(~t,~s) :=

∫
Ω
µ(φ)t :

{
s− κ1τ

d
}

+

∫
Ω

t :
{
τ d − κ3e(v)

}
−
∫

Ω
σd :

{
s− κ1τ

d
}

+

∫
Ω

u · div τ +

∫
Ω
γ : τ −

∫
Ω

v · divσ −
∫

Ω
η : σ − κ4

∫
Ω
ω(u) : η

+ κ2

∫
Ω

divσ · div τ + κ3

∫
Ω

e(u) : e(v) + κ4

∫
Ω
γ : η,

(3.19)

Bw(~t,~s) := −
∫

Ω
(u⊗w)d :

{
s− κ1τ

d
}
, (3.20)

for all ~t,~s ∈ H;

Cφ(~ζ, ~χ) :=

∫
Ω
k(φ)ζ ·

{
χ− κ5q

}
+

∫
Ω
ζ ·
{
q− κ7∇ψ

}
−
∫

Ω
p ·
{
χ− κ5q

}
+

∫
Ω
ϕ div q−

∫
Ω
ψ div p + κ6

∫
Ω

div p div q + κ7

∫
Ω
∇ϕ · ∇ψ + κ8

∫
ΓD

ϕ ψ, (3.21)

Dw(~ζ, ~χ) := −
∫

Ω
ϕw ·

{
χ− κ5q

}
, (3.22)

for all ~ζ, ~χ ∈ Q;

Fφ(~s) :=

∫
Ω
φg ·

{
v − κ2div τ

}
, (3.23)

Fm(~s) :=

∫
Ω

fm ·
{
v − κ2div τ

}
, (3.24)
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for all ~s ∈ H;

GD(~χ) := 〈q · ν, ϕD 〉ΓD
+ κ8

∫
ΓD

ϕD ψ, (3.25)

Ge(~χ) :=

∫
Ω
fe
{
ψ − κ6div q

}
, (3.26)

for all ~χ ∈ Q.

Before we continue, let us have a brief look at what the energy equation (2.1c) would have looked like
if we had considered instead a heat-temperature mixed formulation. Indeed, if we define p̃ := k(ϕ)∇ϕ
in Ω, (2.1c) can be rewritten as

1

k(ϕ)
p̃−∇ϕ = 0 in Ω, −div p̃ + u · ∇ϕ = fe in Ω

ϕ = ϕD on ΓD, p̃ · ν = 0 on ΓN .

Then, multiplying the first equation by a test function q ∈ Q1 and integrating by parts, and multi-
plying the second one by a test function ψ ∈ Q2 (with Q1 and Q2 suitable spaces to be determined),
a mixed formulation for this part of the problem reads: Find (p̃, ϕ) ∈ Q1 ×Q2 such that p̃ · ν = 0 on
ΓN and ∫

Ω

1

k(ϕ)
p̃ · q +

∫
Ω
ϕdiv q = 〈q · ν, ϕD 〉ΓD

,

−
∫

Ω
ψ div p̃ =

∫
Ω
fe ψ −

∫
Ω
ψ u · ∇ϕ,

for all q ∈ Q1 such that q · ν = 0 on ΓN , and for all ψ ∈ Q2. Thus, if we augment this formulation
using the same strategy as in (3.14)-(3.17), in particular (3.15) becomes

κ̃6

∫
Ω

div p̃ div q = −κ̃6

∫
Ω
fe div q + κ̃6

∫
Ω

(u · ∇ϕ) div q ∀ q ∈ Q1,

where κ̃6 > 0. In this way, if we consider div q ∈ L2(Ω), the last term in the previous equation is
not well-defined, and therefore we need higher regularity in the test functions and more demanding
spaces for the unknowns, e.g. div q ∈ L4(Ω) or ϕ ∈W1,4(Ω). Since these changes require a substantial
modification of the approach we have taken for this problem, we have left this treatment for a future
work.

In the upcoming sections, we analyze the problem (3.18) using fixed-point strategies from [2, 4, 5,
12]. More precisely, in Section 3.2 we rewrite (3.18) as a fixed-point problem, to then in Sections 3.3
and 3.4 establish sufficient conditions for existence and uniqueness of this fixed point.

3.2 The fixed-point approach

First, let us define H := H1(Ω)×H1(Ω) and consider the operator M : H→ H defined as

M(w, φ) =
(
M1(w, φ),M2(w, φ),M3(w, φ),M4(w, φ)

)
:= ~t, (3.27)

where ~t ∈ H is the solution to the mixed formulation of the momentum equation, that is: Find ~t ∈ H
such that

Aφ(~t,~s) + Bw(~t,~s) = Fφ(~s) + Fm(~s) ∀ ~s ∈ H. (3.28)

Then, consider the operator E : H→ Q defined as

E(w, φ) =
(
E1(w, φ),E2(w, φ),E3(w, φ)

)
:= ~ζ, (3.29)
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where ~ζ ∈ Q is now the solution to the mixed formulation of the energy equation, that is: Find ~ζ ∈ Q
such that

Cφ(~ζ, ~χ) + Dw(~ζ, ~χ) = GD(~χ) +Ge(~χ) ∀ ~χ ∈ Q. (3.30)

Consequently, we can define the operator T : H→ H as

T(w, φ) :=
(
M3(w, φ),E3(M3(w, φ), φ)

)
, (3.31)

and look at (3.18) as the fixed-point problem: Find (u, ϕ) ∈ H such that

T(u, ϕ) = (u, ϕ). (3.32)

Therefore, we first focus on proving that T is well-defined and then we use the Banach fixed-point
theorem to show that this operator has a unique fixed point.

3.3 Well-definitiness of the fixed-point operator

As usual, we consider∥∥~t ∥∥ :=
{
‖ t ‖20,Ω + ‖ τ ‖2div;Ω + ‖v ‖21,Ω + ‖η ‖20,Ω

}1/2
∀ ~t ∈ H,

and ∥∥~ζ ∥∥ :=
{
‖ ζ ‖20,Ω + ‖q ‖2div;Ω + ‖ψ ‖21,Ω

}1/2
∀ ~ζ ∈ Q.

We begin by stating the well-posedness result corresponding to the mixed formulation of the momen-
tum equation, equivalently, to the well-definitiness of the operator M.

Lemma 3.1. Assume that for δ1 ∈
(

0, 2
µ2

)
, δ2, δ3 ∈ (0, 2) we choose

κ1 ∈
(

0,
2µ1δ1

µ2

)
, κ2 ∈ (0,∞),

κ3 ∈
(

0, 2δ2

(
µ1 −

κ1µ2

2δ1

))
and κ4 ∈

(
0, 2δ3κ0

(
1− δ2

2

)
κ3

)
.

where κ0 is a positive constant depending solely on Ω. Then, there exists r1 > 0 such that for each
r ∈ (0, r1), and for each (w, φ) ∈ H satisfying ‖w ‖1,Ω ≤ r, the problem (3.28) has a unique solution
~t := M(w, φ) ∈ H. Moreover, there exists a constant CM > 0, independent of (w, φ), such that there
holds

‖M(w, φ) ‖ =
∥∥~t ∥∥ ≤ CM

{
‖g ‖∞,Ω‖φ ‖0,Ω + ‖ fm ‖0,Ω

}
. (3.33)

Proof. Notice that an analogous result has been proved in [4, Lemma 2.3] for the case where a non-
homogeneous velocity boundary condition is imposed, however, since we want to find u ∈ H1

0(Ω),
augmenting Galerkin-type boundary terms are not needed, thus modifying the forms and the way
ellipticity is proved. Nevertheless, the other properties asked by the Lax-Milgram theorem (see, e.g.,
[15, Theorem 1.1]) can be easily extracted from this result, that is, given (w, φ) ∈ H, Aφ + Bw is
a bilinear form and there exists a positive constant denoted by ‖Aφ + Bw ‖, independent of (w, φ),
such that

|(Aφ + Bw)(~t,~s)| ≤ ‖Aφ + Bw ‖
∥∥~t ∥∥∥∥~s∥∥ ∀ ~t,~s ∈ H . (3.34)
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We begin by analysing the ellipticity of the bilinear form Aφ. From (3.19), we have for any ~s ∈ H
that

Aφ(~s,~s) =

∫
Ω
µ(φ)s : s− κ1

∫
Ω
µ(φ)s : τ d − κ3

∫
Ω

s : e(v)− κ4

∫
Ω
ω(v) : η

+ κ1

∥∥ τ d ∥∥2

0,Ω
+ κ2‖div τ ‖20,Ω + κ3‖ e(v) ‖20,Ω + κ4‖η ‖20,Ω .

Then, using the bounds for the viscosity and the Cauchy-Schwarz and Young inequalities, we obtain
for any δ1, δ2, δ3 > 0 and any ~s ∈ H that

Aφ(~s,~s) ≥ µ1‖ s ‖20,Ω −
κ1µ2

2δ1
‖ s ‖20,Ω −

κ1µ2δ1

2

∥∥ τ d ∥∥2

0,Ω
− κ3

2δ2
‖ s ‖20,Ω −

κ3δ2

2
‖ e(v) ‖20,Ω

− κ4

2δ3
‖ω(v) ‖20,Ω −

κ4δ3

2
‖η ‖20,Ω + κ1

∥∥ τ d ∥∥2

0,Ω
+ κ2‖div τ ‖20,Ω + κ3‖ e(v) ‖20,Ω + κ4‖η ‖20,Ω

≥
(
µ1 −

κ1µ2

2δ1
− κ3

2δ2

)
‖ s ‖20,Ω + κ1

(
1− µ2δ1

2

)∥∥ τ d ∥∥2

0,Ω
+ κ2‖div τ ‖20,Ω

+κ3

(
1− δ2

2

)
‖ e(v) ‖20,Ω −

κ4

2δ3
|v|21,Ω + κ4

(
1− δ3

2

)
‖η ‖20,Ω .

In this case, the norm of e(v) can be bounded by using the classical Korn inequality (cf. [19, Theorem
10.1]):

‖ e(v) ‖20,Ω ≥ κ0(Ω)|v |21,Ω ∀ v ∈ H1
0(Ω), (3.35)

whereas the norm of τ can be constructed thanks to the inequality (cf. [7, Proposition 3.1] or [15,
Lemma 2.3]): ∥∥ τ d ∥∥2

0,Ω
+ ‖div τ ‖20,Ω ≥ c3(Ω)‖ τ ‖20,Ω ∀ τ ∈ H0(div; Ω), (3.36)

where κ0 and c3 are positive constants depending solely on Ω. Thus, defining the following constants:

α1 := µ1 −
κ1µ2

2δ1
− κ3

2δ2
, α2 := min

{
κ1

(
1− µ2δ1

2

)
,
κ2

2

}
, α3 := κ3

(
1− δ2

2

)
,

α4 := min
{
α2c3(Ω),

κ2

2

}
, α5 := α3κ0 −

κ4

2δ3
, α6 := κ4

(
1− δ3

2

)
,

we deduce the existence of a positive constant α(Ω) := min{α1, α4, α5, α6}, independent of (w, φ),
such that

Aφ(~s,~s) ≥ α(Ω)
∥∥~s∥∥2 ∀ ~s ∈ H. (3.37)

The rest of the proof is identical to [4, Lemma 2.3], but we recall it for completion purposes. Thus,
the foregoing inequality, the definition of Bw (cf. (3.20)) and the inequality (3.8) give place to

(Aφ + Bw)(~s,~s) ≥
(
α(Ω)− c1(Ω)(1 + κ2

1)1/2‖w ‖1,Ω
)∥∥~s∥∥2 ∀ ~s ∈ H ,

and then, we easily see that

(Aφ + Bw)(~s,~s) ≥ α(Ω)

2

∥∥~s ∥∥2 ∀ ~s ∈ H (3.38)

provided that
α(Ω)

2
≥ c1(Ω)(1 + κ2

1)1/2‖w ‖1,Ω,

that is

‖w ‖1,Ω ≤
α(Ω)

2c1(Ω)(1 + κ2
1)1/2

=: r1 , (3.39)
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thus proving ellipticity for Aφ + Bw under the requirement (3.39). On the other hand, it is not hard
to see that Fφ + Fm is a linear functional, and that there holds

|(Fφ + Fm)(~s)| ≤ (1 + κ2
2)1/2

(
‖g ‖∞,Ω‖φ ‖0,Ω + ‖ fm ‖0,Ω

)∥∥~s∥∥ ∀ ~s ∈ H. (3.40)

Therefore, by the Lax-Milgram theorem, there exists a unique ~t ∈ H solution to (3.28), and the

continuous dependence result (3.33) is satisfied with CM :=
2(1+κ22)1/2

α(Ω) .

Next, and prior to establish an analogous result for the mixed formulation of the energy equation, we
recall the following Poincaré-type inequality that will help us to prove the ellipticity of the underlying
bilinear form.

Lemma 3.2. There exists c4(Ω) > 0 such that

|ψ |21,Ω + ‖ψ ‖20,ΓD
≥ c4(Ω)‖ψ ‖21,Ω ∀ ψ ∈ H1(Ω). (3.41)

Proof. See [18, Theorem 5.11.2].

Lemma 3.3. Assume that for δ4 ∈
(

0, 2
k2

)
, δ5 ∈ (0, 2) we choose

κ5 ∈
(

0,
2δ4k1

k2

)
, κ6, κ8 ∈ (0,∞) and κ7 ∈

(
0, 2δ5

(
k1 −

κ5k2

2δ4

))
.

Then, there exists r2 > 0 such that for each r ∈ (0, r2) and for each (w, φ) ∈ H satisfying ‖w ‖1,Ω ≤ r,
the problem (3.30) has a unique solution ~ζ := E(w, φ) ∈ Q. Moreover, there exists a constant CE > 0,
independent of (w, φ), such that there holds

‖E(w, φ) ‖ =
∥∥~ζ ∥∥ ≤ CE

{
‖ϕD ‖1/2,ΓD

+ ‖ fe ‖0,Ω
}
. (3.42)

Proof. Let (w, φ) ∈ H. It is clear from (3.21) and (3.22) that Cφ and Dw are bilinear forms, and
their bounded character can be seen using the upper bound of the thermal conductivity function, the
Cauchy-Schwarz inequality and the trace inequality with boundedness constant c0(Ω), that is, for the
first one

|Cφ(~ζ, ~χ)| ≤ k2(1 + κ2
5)1/2‖ ζ ‖0,Ω

∥∥ ~χ∥∥+ (1 + κ2
7)1/2‖ ζ ‖0,Ω

∥∥ ~χ∥∥
+ (1 + κ2

5)1/2‖p ‖0,Ω
∥∥ ~χ∥∥+ ‖ϕ ‖0,Ω‖ div q ‖0,Ω + ‖ div p ‖0,Ω‖ψ ‖0,Ω

+ κ6‖div p ‖0,Ω‖div q ‖0,Ω + κ7|ϕ |1,Ω|ψ |1,Ω + κ8c0(Ω)2‖ϕ ‖1,Ω‖ψ ‖1,Ω,

thus obtaining the existence of a positive constant CC > 0 such that

|Cφ(~ζ, ~χ)| ≤ CC

∥∥~ζ ∥∥∥∥ ~χ∥∥. (3.43)

For Dw, in addition to the above, we use (3.9) to get

|Dw(~ζ, ~χ)| ≤ c2(Ω)(1 + κ2
5)1/2‖w ‖1,Ω‖ϕ ‖1,Ω

∥∥ ~χ∥∥. (3.44)

Hence, from the previous two equations, there exists a positive constant denoted by ‖Cφ + Dw ‖
independent of (w, φ) such that

|(Cφ + Dw)(~ζ, ~χ)| ≤ ‖Cφ + Dw ‖
∥∥~ζ ∥∥∥∥ ~χ∥∥ ∀ ~ζ, ~χ ∈ Q. (3.45)
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Next, to prove that Cφ + Dw is elliptic, we first prove that Cφ has this property. Indeed, for any
~χ ∈ Q, we obtain from (3.21) that

Cφ(~χ, ~χ) =

∫
Ω
k(φ)χ · χ− κ5

∫
Ω
k(φ)χ · q− κ7

∫
Ω
χ · ∇ψ

+κ5 ‖q ‖20,Ω + κ6‖ div q ‖20,Ω + κ7|ψ |20,Ω + κ8‖ψ ‖20,ΓD
.

Then, using the bounds for the thermal conductivity function, the Cauchy-Schwarz and Young in-
equalities, we get for any δ4, δ5 > 0 that

Cφ(~χ, ~χ) ≥ k1‖χ ‖20,Ω −
κ5k2

2δ4
‖χ ‖20,Ω −

κ5k2δ4

2
‖q ‖20,Ω −

κ7

2δ5
‖χ ‖20,Ω −

κ7δ5

2
|ψ |21,Ω

+ κ5‖q ‖20,Ω + κ6‖ div q ‖20,Ω + κ7|ψ |20,Ω + κ8‖ψ ‖20,Γ

=

(
k1 −

κ5k2

2δ4
− κ7

2δ5

)
‖χ ‖20,Ω + κ5

(
1− k2δ4

2

)
‖q ‖20,Ω + κ6‖ div q ‖20,Ω

+ κ7

(
1− δ5

2

)
|ψ |21,Ω + κ8‖ψ ‖20,ΓD

.

Hence, applying Lemma 3.2 and defining the constants

β1 := k1 −
κ5k2

2δ4
− κ7

2δ5
, β2 := min

{
κ5

(
1− k2δ4

2

)
, κ6

}
and β3 := min

{
κ7

(
1− δ5

2

)
, κ8

}
,

there exists β(Ω) := min{β1, β2, c4(Ω)β3} such that

Cφ(~χ, ~χ) ≥ β(Ω)
∥∥ ~χ∥∥2

, (3.46)

which, together with (3.22) and the inequality (3.9), allows us to write

(Cφ + Dw)(~χ, ~χ) ≥
(
β(Ω)− c2(Ω)(1 + κ2

5)1/2‖w ‖1,Ω
)∥∥ ~χ∥∥2

.

Therefore, we easily see that

(Cφ + Dw)(~χ, ~χ) ≥ β(Ω)

2

∥∥ ~χ∥∥2 ∀ ~χ ∈ Q, (3.47)

provided that
β(Ω)

2
≥ c2(Ω)(1 + κ2

5)1/2‖w ‖1,Ω,

that is

‖w ‖1,Ω ≤
β(Ω)

2c2(Ω)(1 + κ2
5)1/2

=: r2, (3.48)

thus proving ellipticity for Cφ + Dw under the requirement (3.48). Finally, it is clear from (3.25) and
(3.26) that for any ~χ ∈ H there holds

|GD(~χ)| ≤ ‖q ‖div,Ω‖ϕD ‖1/2,ΓD
+ κ8‖ϕD ‖0,ΓD

‖ψ ‖0,ΓD

and
|Ge(~χ)| ≤ (1 + κ2

6)1/2‖ fe ‖0,Ω
∥∥ ~χ∥∥ ,

and then, using the continuous injection from H1/2(ΓD) into L2(ΓD) with constant C1/2(ΓD), and
the trace inequality in H1(Ω) with constant c0(Ω), we conclude the existence of a positive constant
CG := min{1 + κ8c0(Ω)C1/2, (1 + κ2

6)1/2} such that

|(GD +Ge)(~χ)| ≤ CG
{
‖ϕD ‖1/2,ΓD

+ ‖ fe ‖0,Ω
}∥∥ ~χ∥∥ ∀ ~χ ∈ Q . (3.49)
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Since GD + Ge is also linear, existence and uniqueness of a solution to the problem (3.30) is just a
consequence of the Lax-Milgram theorem. Moreover, the continuous dependence result (3.42) holds
with CE := 2CG

β(Ω) .

As a consequence of the previous two lemmas, the operator T is well-defined in the closed ball of
center 0 and radius r, with r ∈ (0,min{r1, r2}). More precisely, we have the following result.

Lemma 3.4. Given r ∈ (0, r0) with r0 := min{r1, r2}, r1 as in (3.39) and r2 as in (3.48), let

Wr :=
{

(w, φ) ∈ H : ‖ (w, φ) ‖ ≤ r
}
. (3.50)

Assume that the stabilization parameters κj, j ∈ {1, . . . , 8}, are taken as in Lemmas 3.1 and 3.3, and
that there holds

CM

{
r‖g ‖∞,Ω + ‖ fm ‖0,Ω

}
< r2, (3.51)

with CM > 0 as in (3.33). Then T : Wr → H is well-defined and there holds

‖T(w, φ) ‖ ≤ CM

{
r‖g ‖∞,Ω + ‖ fm ‖0,Ω

}
+ CE

{
‖ϕD ‖1/2,ΓD

+ ‖ fe ‖0,Ω
}
. (3.52)

Proof. Let (w, φ) ∈ Wr. Since T(w, φ) :=
(
M3(w, φ),E3(M3(w, φ), φ)

)
, the norm of the first

component T is bounded above by the right-hand side of (3.33), whereas the norm second one is
bounded above by the right-hand side of (3.42), provided (3.51) holds. Therefore, T is well-defined
and (3.52) trivially holds.

For computational purposes, a particular choice of stabilization parameters has to be made. Hence,
we first consider the middle points of the intervals for δ1, δ2, δ3, δ4, δ5, κ1, κ3, κ4, κ5 and κ7; to then
choose κ2, κ6 and κ8 so α2, β2 and β3 can be respectively as large as possible. This results in the
following set of values:

κ1 =
µ1

µ2
2

, κ2 =
µ1

µ2
2

, κ3 =
µ1

2
, κ4 = κ0

µ1

4
, κ5 =

k1

k2
2

, κ6 =
k1

2k2
2

, κ7 =
k1

2
, κ8 =

k1

4
.

Notice that κ0, the constant that appears in the Korn inequality (3.35), takes the value 1
2 when

Ω ⊂ R2.

3.4 Solvability analysis of the fixed-point problem

In this section, we pursue to comply with the hypotheses of the Banach fixed-point theorem to ensure
existence and uniqueness of a fixed point. First, we notice from (3.52) that T maps the ball Wr into
itself whenever the data satisfy

CM

{
r‖g ‖∞,Ω + ‖ fm ‖0,Ω

}
+ CE

{
‖ϕD ‖1/2,ΓD

+ ‖ fe ‖0,Ω
}
≤ r. (3.53)

Therefore, it only remains to prove that T is a Lipschitz-continuous and contracting mapping. As in
[2, 4, 5, 9], this analysis will require a further-regularity assumption on the solution of both uncoupled
problems. Hence, in what follows we assume that fm ∈ Hε(Ω) and ϕD ∈ H1/2+ε(ΓD) for some ε ∈ (0, 1)
when n = 2, or ε ∈

[
1
2 , 1
)

when n = 3, and that for each (z, ρ) ∈ H, with ‖ z ‖1,Ω ≤ r, r > 0 given,

there hold, on the one hand, that (s, τ ,v,η) := M(z, ρ) ∈ L2
tr(Ω) ∩ Hε(Ω) × H0(div; Ω) ∩ Hε(Ω) ×

H1+ε
0 (Ω)× L2

skew(Ω) ∩Hε(Ω) and (following (3.33))

‖ s ‖ε,Ω + ‖ τ ‖ε,Ω + ‖v ‖1+ε,Ω + ‖η ‖ε,Ω ≤ C̃M(r)
{
‖g ‖∞,Ω‖ ρ ‖1,Ω + ‖ fm ‖ε,Ω

}
, (3.54)
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and on the other hand, that (χ,q, ψ) := E(z, ρ) ∈ L2(Ω) ∩Hε(Ω) ×HN(div; Ω) ∩Hε(Ω) × H1+ε(Ω)
and (following (3.42))

‖χ ‖ε,Ω + ‖q ‖ε,Ω + ‖ψ ‖1+ε,Ω ≤ C̃E(r)
{
‖ϕD ‖1/2+ε,ΓD

+ ‖ fe ‖0,Ω
}
. (3.55)

Here, C̃M(r) and C̃E(r) are positive constants independent of z but depending on the upper bound
r of its H1-norm. A difference with respect to other works, namely [2, 4], is that the presence in
this case of a homogeneous boundary condition for the momentum equation leads us to ask for more
regularity to the source term, which for this uncoupled problem, becomes fm + ρg, hence the reason
why not only we consider the Hε-norm of fm in (3.54) but also the Hε-norm of ρ, though since we
are already assuming that ρ ∈ H1(Ω), we have used a continuous injection from H1(Ω) into Hε(Ω)
to transform this Hε-norm into the H1-norm that appears. That being said, we now proceed to the
main results of this section. First, we recall from [4] a preliminary result for M, to then prove the
Lipschitz-continuity of this operator.

Lemma 3.5. Let r ∈ (0, r0) with r0 given as in Lemma 3.4. Then, there exists a positive constant
ĈM, independent of r, such that

‖M(w1, φ1)−M(w2, φ2) ‖ ≤ ĈM

{
‖M1(w1, φ1) ‖ε,Ω‖φ1 − φ2 ‖Ln/ε(Ω)

+ ‖M3(w1, φ1) ‖1,Ω‖w1 −w2 ‖1,Ω + ‖g ‖∞,Ω‖φ1 − φ2 ‖0,Ω
}
,

(3.56)

for all (w1, φ1), (w2, φ2) ∈ H such that ‖w1 ‖1,Ω, ‖w2 ‖1,Ω ≤ r.

Proof. See [4, Lemma 2.6].

We stress here that Lemma 3.5 makes use precisely of the regularity assumption (3.54) and the
fact, that under the specified range of ε, H1(Ω) is continuously embedded in Ln/ε(Ω), for n ∈ {2, 3}.

Lemma 3.6. Let r ∈ (0, r0), with r0 given as in Lemma 3.4. Then, there exists LM > 0 such that

‖M(w1, φ1)−M(w2, φ2) ‖ ≤ LM

{
‖g ‖∞,Ω + ‖ fm ‖ε,Ω

}
‖ (w1, φ1)− (w2, φ2) ‖, (3.57)

for all (w1, φ1), (w2, φ2) ∈Wr.

Proof. Let (w1, φ1), (w2, φ2) ∈ Wr. Considering that H1(Ω) ↪→ Ln/ε(Ω) with constant C̃ε, that
H1+ε(Ω) ↪→ H1(Ω) with constant Ĉε, and that the solution to the problem defining M verifies the
further-regularity assumption (3.54), the following can be inferred from (3.56):

‖M(w1, φ1)−M(w2, φ2) ‖

≤ ĈM

{
C̃M(r)(C̃2

ε + Ĉ2
ε )1/2

(
r‖g ‖∞,Ω + ‖ fm ‖ε,Ω

)
+ ‖g ‖∞,Ω

}
‖ (w1, φ1)− (w2, φ2) ‖.

Then, defining the constants

Ĉ1 = C̃M(r)(C̃2
ε + Ĉ2

ε )1/2, Ĉ2 = 1 + Ĉ1r,

the result (3.57) holds with LM := ĈM max
{
Ĉ1, Ĉ2

}
.

In a similar way, we obtain the following result for the operator E.
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Lemma 3.7. Let r ∈ (0, r0) with r0 given as in Lemma 3.4. Then, there exists LE > 0, such that

‖E(w1, φ1)−E(w2, φ2) ‖ ≤ LE

{
‖ϕD ‖1/2+ε,ΓD

+ ‖ fe ‖0,Ω
}
‖ (w1, φ1)− (w2, φ2) ‖, (3.58)

for all (w1, φ1), (w2, φ2) ∈Wr.

Proof. Let (w1, φ1), (w2, φ2) ∈ H such that ‖w1 ‖1,Ω, ‖w2 ‖1,Ω ≤ r, and let ~ζj = (ζj ,pj , ϕj) :=

E(wj , φj), j ∈ {1, 2}, be the corresponding solutions of (3.30). Then, since for any ~χ ∈ Q there holds

Cφ1(~ζ1, ~χ) + Dw1(~ζ1, ~χ) = GD(~χ) +Ge(~χ),

it follows that

Cφ2(~ζ1 − ~ζ2, ~χ) + Dw2(~ζ1 − ~ζ2, ~χ) = Cφ2(~ζ1, ~χ) + Dw2(~ζ1, ~χ)−GD(~χ)−Ge(~χ)

= Cφ2(~ζ1, ~χ)−Cφ1(~ζ1, ~χ) + Dw2(~ζ1, ~χ)−Dw1(~ζ1, ~χ) ,
(3.59)

for any ~χ ∈ Q. In this way, using the ellipticity of the bilinear form Cφ2 + Dw2 (cf. (3.47)), we see
that

β(Ω)

2

∥∥~ζ1 − ~ζ2

∥∥2 ≤ (Cφ2 + Dw2)(~ζ1 − ~ζ2, ~ζ1 − ~ζ2)

= (Cφ2 −Cφ1)(~ζ1, ~ζ1 − ~ζ2) + Dw2−w1(~ζ1, ~ζ1 − ~ζ2)

=

∫
Ω

{
k(φ2)− k(φ1)

}
ζ1 ·

{
(ζ1 − ζ2)− κ5(p1 − p2)

}
+

∫
Ω
ϕ1(w1 −w2) ·

{
(ζ1 − ζ2)− κ5(p1 − p2)

}
.

(3.60)

The last term in the previous inequality can be easily split using (3.9), that is∣∣∣∣∫
Ω
ϕ1(w1 −w2) ·

{
(ζ1 − ζ2)− κ5(p1 − p2)

}∣∣∣∣
≤ c2(Ω)(1 + κ2

5)1/2‖ϕ1 ‖1,Ω‖w1 −w2 ‖1,Ω
∥∥~ζ1 − ~ζ2

∥∥ , (3.61)

whereas for the first term we use the Hölder inequality to show that∣∣∣∣∫
Ω

{
k(φ2)− k(φ1)

}
ζ1 ·

{
(ζ1 − ζ2)− κ5(p1 − p2)

}∣∣∣∣
≤ Lk

∫
Ω

∣∣∣(φ2 − φ1)ζ1 ·
{

(ζ1 − ζ2)− κ5(p1 − p2)
}∣∣∣

≤ Lk(1 + κ2
5)1/2‖ (φ2 − φ1)ζ1 ‖0,Ω

∥∥~ζ1 − ~ζ2

∥∥
≤ Lk(1 + κ2

5)1/2‖φ2 − φ1 ‖L2q(Ω)‖ ζ1 ‖L2p(Ω)

∥∥~ζ1 − ~ζ2

∥∥ ,
(3.62)

with p, q ∈ [1,∞) such that 1
p + 1

q = 1. Having in mind the further-regularity assumption (3.55), we

recall that Hε(Ω) is continuously embedded into L2p(Ω) whenever

2p =


2

1− ε
if n = 2,

6

3− 2ε
if n = 3,

and hence, there exists Cε > 0 such that

‖ ζ ‖L2p(Ω) ≤ Cε‖ ζ ‖ε,Ω ∀ ζ ∈ Hε(Ω). (3.63)
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In this way,

2q =
2p

p− 1
=


2

ε
if n = 2,

3

ε
if n = 3

=
n

ε
,

and (3.62) now yields∣∣∣∣∫
Ω

{
k(φ2)− k(φ1)

}
ζ1 ·

{
(ζ1 − ζ2)− κ5(p1 − p2)

}∣∣∣∣
≤ CεLk(1 + κ2

5)1/2‖ ζ1 ‖ε,Ω‖φ1 − φ2 ‖Ln/ε(Ω)

∥∥~ζ1 − ~ζ2

∥∥ . (3.64)

Since ζ1 = E1(w1, φ1) and ϕ1 = E3(w1, φ1), putting together (3.61) and (3.64) into (3.60), we find

that there exists ĈE :=
2(1+κ25)1/2

β(Ω) max{CεLk, c2(Ω)} such that

‖E(w1, φ1)−E(w2, φ2) ‖

≤ ĈE

{
‖E1(w1, φ1) ‖ε,Ω‖φ1 − φ2 ‖Ln/ε(Ω) + ‖E3(w1, φ1) ‖1,Ω‖w1 −w2 ‖1,Ω

}
,

(3.65)

for any (w1, φ1), (w2, φ2) ∈ H such that ‖w1 ‖1,Ω, ‖w2 ‖1,Ω ≤ r. Then, considering the same injec-
tions as in the proof of Lemma 3.6 and the further-regularity assumption (3.55), we see that for any
(w1, φ1), (w2, φ2) ∈Wr,

‖E(w1, φ1)−E(w2, φ2) ‖

≤ ĈEC̃E(r)(C̃2
ε + Ĉ2

ε )1/2
(
‖ϕD ‖1/2+ε,ΓD

+ ‖ fe ‖0,Ω
)
‖ (w1, φ1)− (w2, φ2) ‖ ,

(3.66)

thus obtaining (3.58) with LE := ĈEC̃E(r)(C̃2
ε + Ĉ2

ε )1/2.

Consequently, the proof of Lipschitz-continuity for T : Wr → H becomes straightforward.

Lemma 3.8. Let r ∈ (0, r0) with r0 given as in Lemma 3.4. Assume that

CM

{
r‖g ‖∞,Ω + ‖ fm ‖0,Ω

}
≤ r, (3.67)

with CM > 0 as in (3.42). Then, T : Wr → H is Lipschitz-continuous and there holds

‖T(w1, φ1)−T(w2, φ2) ‖ ≤ LT‖ (w1, φ1)− (w2, φ2) ‖ ∀ (w1, φ1), (w2, φ2) ∈Wr, (3.68)

where

LT :=
(
LM

(
‖g ‖∞,Ω + ‖ fm ‖ε,Ω

)
+ 1
)(
LE

(
‖ϕD ‖1/2+ε,ΓD

+ ‖ fe ‖0,Ω
)

+ 1
)
− 1 . (3.69)

Proof. Let (w1, φ1), (w2, φ2) ∈Wr. Then, according to the definition of T,

‖T(w1, φ1)−T(w2, φ2) ‖
≤ ‖M3(w1, φ1)−M3(w2, φ2) ‖+ ‖E3(M3(w1, φ1), φ1)−E3(M3(w2, φ2), φ2) ‖ . (3.70)

The bound for the first term comes directly from (3.57), whereas for the second one, we first use
the Lipschitz-continuity of E (notice that the assumption (3.67) is necessary to be able to use this
property, i.e., (3.58)) and then the Lipschitz-continuity of M, that is

‖E3(M3(w1, φ1), φ1)−E3(M3(w2, φ2), φ2) ‖

≤ LE

(
‖ϕD ‖1/2+ε,ΓD

+ ‖ fe ‖0,Ω
)∥∥ (M3(w1, φ1), φ1

)
−
(
M3(w2, φ2), φ2

) ∥∥
≤ LE

(
‖ϕD ‖1/2+ε,ΓD

+ ‖ fe ‖0,Ω
) (
LM

(
‖g ‖∞,Ω + ‖ fm ‖ε,Ω

)
+ 1
)
‖ (w1, φ1)− (w2, φ2) ‖| .
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Summarizing, Lemma 3.4 ensures us that T : H → H is well defined in the closed ball Wr,
and maps the ball into itself whenever the data satisfy the condition (3.53). Then, this operator is
Lipschitz-continuous according to the foregoing Lemma, and it becomes a contracting map whenever
LT < 1. Putting together all these results, we get the main result of this section.

Theorem 3.9. Let r ∈ (0, r0) with r0 as in Lemma 3.4, and let Wr be the closed ball in H with center
(0, 0) and radius r (cf. (3.50)). Assume that the stabilization parameters κj, j ∈ {1, . . . , 8}, are taken
as in Lemmas 3.1 and 3.3, and that the data g, fm, fe and ϕD satisfy

CM

{
r‖g ‖∞,Ω + ‖ fm ‖0,Ω

}
+ CE

{
‖ϕD ‖1/2,ΓD

+ ‖ fe ‖0,Ω
}
≤ r, (3.71a)

LM

(
‖g ‖∞,Ω + ‖ fm ‖ε,Ω

)
<
√

2− 1, (3.71b)

LE

(
‖ϕD ‖1/2+ε,ΓD

+ ‖ fe ‖0,Ω
)
<
√

2− 1, (3.71c)

with CM, CE, LM and LE respectively as in Lemmas 3.1, 3.3, 3.6 and 3.7. Then, there exists a unique
(~t, ~ζ) ∈ H × Q, with (u, ϕ) ∈ Wr, solution to the fully-mixed formulation (3.18) of the Boussinesq
problem (2.1). Moreover, there holds,∥∥~t ∥∥ ≤ CM

{
r‖g ‖∞,Ω + ‖ fm ‖0,Ω

}
, (3.72)

and ∥∥~ζ ∥∥ ≤ CE

{
‖ϕD ‖1/2,ΓD

+ ‖ fe ‖0,Ω
}
. (3.73)

Proof. Notice that (3.71a) ensures that both (3.51) and (3.53) hold, so that T : Wr →Wr is indeed
well-defined. In addition, (3.71b) and (3.71c) imply that T is a contracting map (that is, LT < 1).
Therefore, the result is just a consequence of the Banach fixed-point theorem applied to the operator
T in Wr.

4 The Galerkin Scheme

We advocate in this section to present the Galerkin scheme for the continuous problem (3.18), whose
well-posedness will be proved using the same steps and methods as in the previous section.

4.1 Preliminaries

Let us consider Th a regular triangulation of Ω̄ made by triangles T when n = 2 (or tetrahedra when
n = 3) of diameter hT an define the meshsize h := max{hT : T ∈ Th}. Then, consider arbitrary finite-

dimensional subspaces Ht
h ⊂ L2

tr(Ω), Hσ
h ⊂ H0(div; Ω), Hu

h ⊂ H1
0(Ω), Hγ

h ⊂ L2
skew(Ω), Hζ

h ⊂ L2(Ω),
Hp
h ⊂ HN(div; Ω), Hϕ

h ⊂ H1(Ω) and denote by

Hh := Ht
h ×Hσ

h ×Hu
h ×Hγ

h , Qh := Hζ
h ×Hp

h ×Hϕ
h ,

~th := (th,σh,uh,γh), ~sh := (sh, τh,vh,ηh), ~ζh := (ζh,ph, ϕh), ~χh := (χh,qh, ψh).

Hence, according to the continuous formulation (3.18), the Galerkin scheme reads: Find (~th, ~ζh) ∈
Hh ×Qh such that

Aϕh
(~th,~sh) + Buh

(~th,~sh) = Fϕh
(~sh) + Fm(~sh) ∀ ~sh ∈ Hh, (4.1a)

Cϕh
(~ζh, ~χh) + Duh

(~ζh, ~χh) = GD(~χh) +Ge(~χh) ∀ ~χh ∈ Qh, (4.1b)
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where the forms Aϕh
, Buh

, Cϕh
and Duh

, and the functionals Fϕh
, Fm, GD and Ge are defined by

(3.19)-(3.26).

We will see that it is possible to establish sufficient conditions for well-posedness of (4.1) in the same
form they were established for the continuous problem (3.18). To this end, we now split the discrete
formulation into the two corresponding mixed formulations. In fact, we first set Hh := Hu

h ×Hϕ
h and

consider the operator Mh : Hh → Hh defined for any (wh, φh) ∈ Hh by

Mh(wh, φh) =
(
M1,h(wh, φh),M2,h(wh, φh),M3,h(wh, φh),M4,h(wh, φh)

)
:= ~th , (4.2)

where ~th ∈ Hh is the solution to the problem: Find ~th ∈ Hh such that

Aφh(~th,~sh) + Bwh
(~th,~sh) = Fφh(~sh) + Fm(~sh) ∀ ~sh ∈ Hh . (4.3)

In turn, we let Eh : Hh → Qh be the operator defined for any (wh, φh) ∈ Hh by

Eh(wh, φh) =
(
E1,h(wh, φh),E2,h(wh, φh),E3,h(wh, φh)

)
:= ~ζh , (4.4)

where ~ζh ∈ Qh is the solution to the problem: Find ~ζh ∈ Qh such that

Cφh(~ζh, ~χh) + Dwh
(~ζh, ~χh) = GD(~χh) +Ge(~χh) ∀ ~χ ∈ Qh . (4.5)

Therefore, by introducing the operator Th : Hh → Hh as

Th(wh, φh) :=
(
M3,h

(
wh, φh

)
,E3,h

(
M3,h(wh, φh), φh

))
, (4.6)

we can rewrite (4.1) as the fixed-point problem: Find (uh, ϕh) ∈ Hh such that

Th(uh, ϕh) = (uh, ϕh). (4.7)

In this case, existence of a fixed point for this problem will be proved by means of the Brouwer
fixed-point theorem, which we recall next.

Theorem 4.1 (Brouwer). Let W be a compact and convex subset of a finite-dimensional Banach
space, and let T : W →W be a continuous mapping. Then, T has at least one fixed-point.

Proof. See [10, Theorem 9.9-2].

4.2 Solvability analysis

We first study under which conditions Th is well-defined by looking at the well-posedness of the
uncoupled problems (4.3) and (4.5). It is easy to realize that the analysis comes in a straightforward
way from the one realized in Lemmas 3.1, 3.3 and 3.4, thus obtaining the following discrete versions
for these results.

Lemma 4.2. Assume that for δ1 ∈
(

0, 2
µ2

)
, δ2, δ3 ∈ (0, 2) we choose

κ1 ∈
(

0,
2µ1δ1

µ2

)
, κ2 ∈ (0,∞),

κ3 ∈
(

0, 2δ2

(
µ1 −

κ1µ2

2δ1

))
and κ4 ∈

(
0, 2δ3κ0

(
1− δ2

2

)
κ3

)
,
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where κ0 is the constant in the Korn inequality (3.35). Then, for each r ∈ (0, r1), with r1 as in (3.39),
the problem (4.3) has a unique solution ~th := Mh(wh, φh) ∈ Hh for each (wh, φh) ∈ Hh such that
‖wh ‖1,Ω ≤ r. Moreover, there holds

‖Mh(wh, φh) ‖ =
∥∥~th ∥∥ ≤ CM

{
‖g ‖∞,Ω‖φh ‖0,Ω + ‖ fm ‖0,Ω

}
, (4.8)

with CM > 0 as in (3.33).

Proof. It follows from a direct application of the Lax-Milgram theorem to (4.3) in the same way it
was applied in Lemma 3.1.

Lemma 4.3. Assume that for δ4 ∈
(

0, 2
k2

)
, δ5 ∈ (0, 2) we choose

κ5 ∈
(

0,
2δ4k1

k2

)
, κ6, κ8 ∈ (0,∞) and κ7 ∈

(
0, 2δ5

(
k1 −

κ5k2

2δ4

))
.

Then, for each r ∈ (0, r2) with r2 as in (3.48), the problem (4.5) has a unique solution ~ζh :=
Eh(wh, φh) ∈ Qh for each (wh, φh) ∈ Hh such that ‖wh ‖1,Ω ≤ r. Moreover, there holds

‖Eh(wh, φh) ‖ =
∥∥~ζh ∥∥ ≤ CE

{
‖ϕD ‖1/2,ΓD

+ ‖ fe ‖0,Ω
}
, (4.9)

with CE > 0 as in (3.42).

Proof. It also follows from an application of the Lax-Milgram theorem to (4.5) in the same way it was
applied in Lemma 3.3.

Analogously to the continuous case, the previous two lemmas provide the well-definitiness of the
operator Th.

Lemma 4.4. Given r ∈ (0, r0) with r0 := min{r1, r2}, r1 as in (3.39) and r2 as in (3.48), let

Wh,r :=
{

(wh, φh) ∈ Hh : ‖ (wh, φh) ‖ ≤ r
}
. (4.10)

Assume that the stabilization parameters κj, j ∈ {1, . . . , 8}, are taken as in Lemmas 4.2 and 4.3 and
that the data satisfy (3.51). Then Th : Wh,r → Hh is well-defined and there holds

‖Th(wh, φh) ‖ ≤ CM

{
r‖g ‖∞,Ω + ‖ fm ‖0,Ω

}
+ CE

{
‖ϕD ‖1/2,ΓD

+ ‖ fe ‖0,Ω
}
. (4.11)

Moreover, Th maps the ball Wh,r into itself whenever (3.53) holds.

Proof. It comes straightforwardly from Lemmas 4.2 and 4.3. We omit further details.

We now turn to prove the continuity of Th. Notice that we are no longer able to use the further-
regularity assumptions (3.54) and (3.55), and therefore, we will only obtain results that are analogous
to (3.56) and (3.65) in terms of L4 norms. Indeed, although their bounds are not known, they are
finite since the solution of the Galerkin scheme will be formed by piecewise polynomial functions.

Lemma 4.5. Let r ∈ (0, r0) with r0 as in Lemma 4.4. Then, there exists a positive constant CM,
independent of r, such that∥∥Mh(w1

h, φ
1
h)−Mh(w2

h, φ
2
h)
∥∥ ≤ CM

{∥∥M1,h(w1
h, φ

1
h)
∥∥
L4(Ω)

∥∥φ1
h − φ2

h

∥∥
L4(Ω)

+
∥∥M3,h(w1

h, φ
1
h)
∥∥

1,Ω

∥∥w1
h −w2

h

∥∥
1,Ω

+ ‖g ‖∞,Ω
∥∥φ1

h − φ2
h

∥∥
0,Ω

}
, (4.12)

for all (w1
h, φ

1
h), (w2

h, φ
2
h) ∈ Hh such that

∥∥w1
h

∥∥
1,Ω
,
∥∥w2

h

∥∥
1,Ω
≤ r.
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Proof. It comes from [4, Lemma 2.6], but employing an L4-L4-L2 argument, instead of the L2p-L2q-L2

argument taken in [4, Eq. (2.52)].

Lemma 4.6. Let r ∈ (0, r0) with r0 as in Lemma 4.4. Then, there exists a positive constant CE such
that∥∥Eh(w1

h, φ
1
h)−Eh(w2

h, φ
2
h)
∥∥

≤ CE

{∥∥E1,h(w1
h, φ

1
h)
∥∥
L4(Ω)

∥∥φ1
h − φ2

h

∥∥
L4(Ω)

+
∥∥E3,h(w1

h, φ
1
h)
∥∥

1,Ω

∥∥w1
h −w2

h

∥∥
1,Ω

}
,

(4.13)

for all (w1
h, φ

1
h), (w2

h, φ
2
h) ∈ Hh such that

∥∥w1
h

∥∥
1,Ω
,
∥∥w2

h

∥∥
1,Ω
≤ r.

Proof. As in the previous Lemma, the proof is based on the one for its continuous counterpart Lemma
3.7, but just taking p = q = 2 in (3.62).

Consequently, we have the following result for the operator Th.

Lemma 4.7. Given r ∈ (0, r0) with r0 as in Lemma 4.4, let Wh,r be the closed ball in Hh with center
(0, 0) and radius r (cf. (4.10)), and assume that (3.67) holds. Then, Th : Wh,r → Hh is continuous
and there exists a constant CTh

> 0 such that∥∥Th(w1
h, φ

1
h)−Th(w2

h, φ
2
h)
∥∥

≤ CTh

{∥∥E1,h

(
M3,h(w1

h, φ
1
h), φ1

h

) ∥∥
L4(Ω)

+
(

1 +
∥∥E3,h

(
M3,h(w1

h, φ
1
h), φ1

h

) ∥∥
1,Ω

)
×
(∥∥M1,h(w1

h, φ
1
h)
∥∥
L4(Ω)

+
∥∥M3,h(w1

h, φ
1
h)
∥∥

1,Ω
+ ‖g ‖∞,Ω

)}∥∥ (w1
h, φ

1
h)− (w2

h, φ
2
h)
∥∥, (4.14)

for all (w1
h, φ

1
h), (w2

h, φ
2
h) ∈Wh,r.

Proof. Let (w1
h, φ

1
h), (w2

h, φ
2
h) ∈Wh,r. From the definition of Th (cf. (4.6)) we see that∥∥Th(w1

h, φ
1
h)−Th(w2

h, φ
2
h)
∥∥ ≤ ∥∥M3,h(w1

h, φ
1
h)−M3,h(w2

h, φ
2
h)
∥∥

1,Ω

+
∥∥E3,h

(
M3,h(w1

h, φ
1
h), φ1

h

)
−E3,h

(
M3,h(w2

h, φ
2
h), φ2

h

) ∥∥ ,
and since (3.67) holds,

∥∥M3,h(w1
h, φ

1
h)
∥∥

1,Ω
≤ r and we can use (4.13) to bound the second term in

the previous inequality. In this way we get∥∥Th(w1
h, φ

1
h)−Th(w2

h, φ
2
h)
∥∥ ≤ CECi

∥∥E1,h

(
M3,h(w1

h, φ
1
h), φ1

h

) ∥∥
L4(Ω)

∥∥φ1
h − φ2

h

∥∥
1,Ω

+
(

1 + CE

∥∥E3,h

(
M3,h(w1

h, φ
1
h), φ1

h

) ∥∥
1,Ω

)∥∥M3,h(w1
h, φ

1
h)−M3,h(w2

h, φ
2
h)
∥∥

1,Ω
, (4.15)

where Ci is the boundedness constant of the continuous injection of H1(Ω) into L4(Ω). Then, we can
use the analogous result for Mh (cf. (4.12)) and, after some algebraic work, we arrive to (4.14) with

CTh
= max{C1, C2}, C1 = CM max{1, CE}max{1, Ci}, C2 = CiCE.

Having proved that Th is continuous and that it maps the closed and convex set Wh,r into itself
whenever (3.53) holds, existence of at least one fixed point is ensured by the Brouwer fixed-point
theorem, equivalently, existence of at least one solution for (4.1); a result that is summarized in the
following statement.
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Theorem 4.8. Let r ∈ (0, r0) with r0 as in Lemma 4.4, and let Wh,r be the closed ball of center
(0, 0) and radius r (cf. (4.10)). Assume the stabilization parameters κj, j ∈ {1, . . . , 8}, are taken as
in Lemmas 4.2 and 4.3 and that the data satisfy (3.53). Then, the Galerkin scheme (4.1) has at least
one solution (~th, ~ζh) ∈ Hh ×Qh with (uh, ϕh) ∈Wh,r. Moreover, there hold∥∥~th ∥∥ ≤ CM

{
r‖g ‖∞,Ω + ‖ fm ‖0,Ω

}
, (4.16)

and ∥∥~ζh ∥∥ ≤ CE

{
‖ϕD ‖1/2,ΓD

+ ‖ fe ‖0,Ω
}
, (4.17)

with CM and CE as in Lemmas 4.2 and 4.3, respectively.

4.3 Specific finite element subspaces

An interesting point to realize in this fully-mixed approach with respect to the finite-dimensional
subspaces is that we have not imposed any kind of inf-sup conditions as in [2, 4], or any other
requirement than being finite-dimensional, which give us the chance to freely choose these subspaces.
That being said, given an integer k ≥ 0, for each T ∈ Th we define the local Raviart-Thomas space of
order k as

RTk(T ) := Pk(T ) + Pk(T )x,

where according to the terminology described in Section 1, Pk(T ) := [Pk(T )]n and x is a generic
vector in Rn = R. Similarly C(Ω̄) := [C(Ω̄)]n denotes the space of continuous functions in Ω̄. Thus,
we approximate the rate of strain, the vorticity and temperature gradient by discontinuous piecewise
polynomial tensors of degree ≤ k, the pseudostress and pseudoheat by Raviart-Thomas elements of
order k, and the velocity and temperature by Lagrange elements of order k, that is

Ht
h :=

{
sh ∈ L2

tr(Ω) : sh
∣∣
T
∈ Pk(T ), ∀ T ∈ Th

}
, (4.18)

Hσ
h :=

{
τh ∈ H0(div; Ω) : ctτh

∣∣
T
∈ RTk(T ), ∀ c ∈ R, T ∈ Th

}
, (4.19)

Hu
h :=

{
vh ∈ C(Ω̄) : vh

∣∣
T
∈ Pk+1(T ), ∀ T ∈ Th

}
∩H1

0(Ω), (4.20)

Hγ
h :=

{
ηh ∈ L2

skew(Ω) : ηh
∣∣
T
∈ Pk(T ), ∀ T ∈ Th

}
, (4.21)

Hζ
h :=

{
χh ∈ L2(Ω) : χh

∣∣
T
∈ Pk(T ), ∀ T ∈ Th

}
, (4.22)

Hp
h :=

{
qh ∈ HN(div; Ω) : qh

∣∣
T
∈ RTk(T ), ∀ T ∈ Th

}
, (4.23)

Hϕ
h :=

{
ψh ∈ C(Ω̄) : ψh

∣∣
T
∈ Pk+1(T ), ∀ T ∈ Th

}
. (4.24)

According to [7, 15], their corresponding approximation properties are:

(APt
h) there exists C > 0, independent of h, such that for each s ∈ (0, k + 1], and for each t ∈
Hs(Ω) ∩ L2

tr(Ω), there holds
dist

(
t,Ht

h

)
≤ Chs‖ t ‖s,Ω, (4.25)

(APσ
h ) there exists C > 0, independent of h, such that for each s ∈ (0, k + 1], and for each σ ∈
Hs(Ω) ∩H0(div; Ω) with divσ ∈ Hs(Ω), there holds

dist (σ,Hσ
h ) ≤ Chs

{
‖σ ‖s,Ω + ‖divσ ‖s,Ω

}
, (4.26)
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(APu
h) there exists C > 0, independent of h, such that for each s ∈ (0, k + 1], and for each u ∈
Hs+1(Ω) ∩H1

0(Ω), there holds

dist (u,Hu
h) ≤ Chs‖u ‖s+1,Ω, (4.27)

(APγ
h) there exists C > 0, independent of h, such that for each s ∈ (0, k + 1], and for each γ ∈
Hs(Ω) ∩ L2

skew(Ω), there holds

dist
(
γ,Hγ

h

)
≤ Chs‖γ ‖s,Ω, (4.28)

(APζ
h) there exists C > 0, independent of h, such that for each s ∈ (0, k+ 1], and for each ζ ∈ Hs(Ω),
there holds

dist
(
ζ,Hζ

h

)
≤ Chs‖ ζ ‖s,Ω, (4.29)

(APp
h) there exists C > 0, independent of h, such that for each s ∈ (0, k + 1], and for each p ∈
Hs(Ω) ∩HN(div; Ω) with div p ∈ Hs(Ω), there holds,

dist
(
p,Hp

h

)
≤ Chs

{
‖p ‖s,Ω + ‖ div p ‖s,Ω

}
, (4.30)

(APϕ
h) there exists C > 0, independent of h, such that for each s ∈ (0, k+1], and for each ϕ ∈ Hs+1(Ω),
there holds

dist
(
ϕ,Hp

h

)
≤ Chs‖ϕ ‖s+1,Ω. (4.31)

5 A priori error analysis

Let (~t, ~ζ) ∈ H ×Q with (u, ϕ) ∈Wr0 (r0 as in Lemma 3.4) and (~th, ~ζh) ∈ Hh ×Qh with (uh, ϕh) ∈
Wh,r0 be the solutions to the continuous and discrete problems (3.18) and (4.1), respectively, that is

Aϕ(~t,~s) + Bu(~t,~s) = Fϕ(~s) + Fm(~s) ∀ ~s ∈ H, (5.1a)

Aϕh
(~th,~sh) + Buh

(~th,~sh) = Fϕh
(~s) + Fm(~s) ∀ ~sh ∈ Hh, (5.1b)

and

Cϕ(~ζ, ~χ) + Du(~ζ, ~χ) = GD(~χ) +Ge(~χ) ∀ ~χ ∈ Q, (5.2a)

Cϕh
(~ζh, ~χh) + Duh

(~ζh, ~χh) = GD(~χ) +Ge(~χ) ∀ ~χh ∈ Qh. (5.2b)

In addition, we denote as usual

dist
(
~t,Hh

)
:= inf

~sh∈Hh

∥∥~t−~sh ∥∥, dist
(
~ζ,Qh

)
:= inf

~χh∈Qh

∥∥~ζ − ~χh ∥∥.
Similar to [2, Lemma 5.3] and [4, Lemma 4.2], we will apply the Strang Lemma to the pair of

equations (5.1) and (5.2) separately, to then join the resulting estimates to derive a proper Céa
estimate. We begin by recalling from [23] and [4] this Lemma and the result regarding the first pair
of equations, respectively.

Lemma 5.1 (Strang). Let V be a Hilbert space, F ∈ V ′, and A : V × V → R be a bounded and
V -elliptic bilinear form. In addition, let {Vh}h>0 be a sequence of finite-dimensional subspaces of V ,
and for each h > 0, consider a bounded bilinear form Ah : Vh × Vh → R and a functional Fh ∈ V ′h.
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Assume that the family {Ah}h>0 is uniformly elliptic in Vh, that is, there exists a constant α̃ > 0,
independent of h, such that

Ah(vh, vh) ≥ α̃‖ vh ‖2V ∀vh ∈ Vh, ∀h > 0.

In turn, let u ∈ V and uh ∈ Vh such that

A(u, v) = F (v) ∀ v ∈ V and Ah(uh, vh) = F (vh) ∀ vh ∈ Vh.

Then, for each h > 0, there holds

‖u− uh ‖V ≤ CST

 sup
wh∈Vh
wh 6=0

|F (wh)− Fh(wh)|
‖wh ‖V

+ inf
vh∈Vh
vh 6=0

‖u− vh ‖V + sup
wh∈Vh
wh 6=0

|A(vh, wh)−Ah(vh, wh)

‖wh ‖V


 , (5.3)

where CST := α̃−1 max{1, ‖A ‖}.

Proof. See [23, Theorem 11.1].

Lemma 5.2. Let CM
ST := 2

α(Ω) max{1, ‖Aϕ + Bu ‖}, where α(Ω)
2 is the ellipticity constant of Aϕ+Bu

(cf. (3.38)) and ‖Aϕ + Bu ‖ is its norm, which is independent of (u, ϕ) (cf. (3.34)). Then, there
holds

∥∥~t−~th ∥∥ ≤ CM
ST

{(
1 + 2‖Aϕ + Bu ‖

)
dist

(
~t,Hh

)
+ c1(Ω)(1 + κ2

1)1/2‖u ‖1,Ω‖u− uh ‖1,Ω

+
(
LµCεC̃ε(1 + κ2

1)1/2‖ t ‖ε,Ω + (1 + κ2
2)1/2‖g ‖∞,Ω

)
‖ϕ− ϕh ‖1,Ω

}
. (5.4)

Proof. See [4, Lemma 4.2].

Lemma 5.3. Let CE
ST := 2

β(Ω) max{1, ‖Cϕ + Du ‖}, where β(Ω)
2 is the ellipticity constant of Cϕ+Du

(cf. (3.47)) and ‖Cϕ + Du ‖ is its norm, which is independent of (u, ϕ) (cf. (3.45)). Then, there
holds

∥∥~ζ − ~ζh ∥∥ ≤ CE
ST

{(
1 + 2‖Cϕ + Du ‖

)
dist

(
~ζ,Qh

)
+ c2(Ω)(1 + κ2

5)1/2‖ϕ ‖1,Ω‖u− uh ‖1,Ω

+ LkCεC̃ε(1 + κ2
5)1/2‖ ζ ‖ε,Ω‖ϕ− ϕh ‖1,Ω

}
. (5.5)

Proof. It is clear from (3.42) that Cϕ + Du and Cϕh
+ Duh

are bounded bilinear forms (both with
constant ‖Cϕ + Du ‖, w.l.o.g. since it is independent of (u, ϕ)) and uniformly elliptic with constant
β(Ω)

2 . Also, GD + Ge is a bounded linear functional in both H and Hh. Therefore, a straightforward
application of Lemma 5.1 to the pair (5.2) leads us to

∥∥~ζ − ~ζh ∥∥ ≤ CE
ST inf

~ξh∈Qh
~ξh 6=~0


∥∥~ζ − ~ξh ∥∥+ sup

~χh∈Qh
~χh 6=~0

|(Cϕ + Du)(~ξh, ~χh)− (Cϕh
+ Duh

)(~ξh, ~χh)|∥∥ ~χh ∥∥
 . (5.6)
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where CE
ST := 2

β(Ω) max{1, ‖Cϕ + Du ‖}. In what follows we make use of the boundedness constants

Cε and C̃ε, which correspond, respectively, to the continuous embedding of Hε(Ω) in L2p(Ω) (cf.
(3.63)) and H1(Ω) in Ln/ε(Ω) (cf. proof of Lemma 3.6). Then, adding and subtracting suitable
terms, using the boundedness of the bilinear forms, and the same bounding technique as in (3.62), the
numerator of the last term in (5.6) can be treated as follows:

|(Cϕ + Du)(~ξh, ~χh)− (Cϕh
+ Duh

)(~ξh, ~χh)|
≤
∣∣(Cϕ + Du)(~ξh − ~ζ, ~χh) + (Cϕ −Cϕh

)(~ζ, ~χh) + (Du −Duh
)(~ζ, ~χh)

− (Cϕh
+ Duh

)(~ξh − ~ζ, ~χh)
∣∣

≤ 2‖Cϕ + Du ‖
∥∥~ζ − ~ξh ∥∥∥∥ ~χh ∥∥+

∫
Ω

(
k(ϕ)− k(ϕh)

)
ζ ·
{
χh − κ5qh

}
−
∫

Ω
ϕ(u− uh) ·

{
χh − κ5qh

}
≤ 2‖Cϕ + Du ‖

∥∥~ζ − ~ξh ∥∥∥∥ ~χh ∥∥+ Lk(1 + κ2
5)1/2CεC̃ε‖ ζ ‖ε,Ω‖ϕ− ϕh ‖1,Ω

∥∥ ~χh ∥∥
+ c2(Ω)(1 + κ2

5)1/2‖ϕ ‖1,Ω‖u− uh ‖1,Ω
∥∥ ~χh ∥∥,

(5.7)

which back into (5.6) gives (5.5), concluding this way the proof.

As a result of the previous two lemmas, we have a preliminary estimate for the error:∥∥ (~t, ~ζ)− (~th, ~ζh)
∥∥ ≤ C1 dist

(
~t,Hh

)
+ C2 dist

(
~ζ,Qh

)
+
{
C3Ĉε‖u ‖1+ε,Ω

+ C4‖ t ‖ε,Ω + C5‖g ‖∞,Ω + C6Ĉε‖ϕ ‖1+ε,Ω + C7‖ ζ ‖ε,Ω
}∥∥ (~t, ~ζ)− (~th, ~ζh)

∥∥, (5.8)

where

C1 := CM
ST

(
1 + 2‖Aϕ + Bu ‖

)
, C2 := CE

ST

(
1 + 2‖Cϕ + Dϕ ‖

)
, C3 := CM

ST c1(Ω)(1 + κ2
1)1/2

C4 := CM
STLµCεC̃ε(1 + κ2

1)1/2, C5 := CM
ST (1 + κ2

2)1/2, C6 := CE
ST c2(Ω)(1 + κ2

5)1/2,

C7 := CE
STLkCεC̃ε(1 + κ2

5)1/2,

all being positive constants independent of the discretization parameters. Thus, we first bound
the terms ‖u ‖1+ε,Ω and ‖ t ‖ε,Ω using the further-regularity assumption (3.54), and then we bound
‖ϕ ‖1+ε,Ω and ‖ ζ ‖ε,Ω in a similar way using (3.55), whence denoting by

C8 := (C3Ĉε + C4)C̃M(r), C9 := (C6Ĉε + C7)C̃E(r) and C0 := max{C8r + C5, C8, C9},

inequality (5.8) becomes∥∥ (~t, ~ζ)− (~th, ~ζh)
∥∥ ≤ C1 dist

(
~t,Hh

)
+ C2 dist

(
~ζ,Qh

)
+ C0

(
‖g ‖∞,Ω + ‖ fm ‖ε,Ω + ‖ϕD ‖1/2+ε,ΓD

+ ‖ fe ‖0,Ω
)∥∥ (~t, ~ζ)− (~th, ~ζh)

∥∥, (5.9)

thus leading us to the main result of this section.

Theorem 5.4. Assume that the data satisfy

C0

(
‖g ‖∞,Ω + ‖ fm ‖ε,Ω + ‖ϕD ‖1/2+ε,ΓD

+ ‖ fe ‖0,Ω
)
<

1

2
. (5.10)

Then, there exists a constant C > 0 depending only on parameters, data, and other constants, all of
them independent of h, such that the following Céa estimate holds∥∥ (~t, ~ζ)− (~th, ~ζh)

∥∥ ≤ C{dist
(
~t,Hh

)
+ dist

(
~ζ,Qh

)}
. (5.11)
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Proof. Thanks to (5.10), the estimate can be directly obtained from (5.9), thus arriving to C :=
2 max{C1, C2}.

Consequently, when using the finite element subspaces (4.18)-(4.24), the following can be established
regarding the rates of convergence of the method.

Lemma 5.5. In addition to the hypotheses of Theorems 3.9, 4.8 and 5.4, assume that there exists
s > 0 such that t ∈ Hs(Ω), σ ∈ Hs(Ω), divσ ∈ Hs(Ω), u ∈ Hs+1(Ω), γ ∈ Hs(Ω), ζ ∈ Hs(Ω),
p ∈ Hs(Ω), div p ∈ Hs(Ω) and ϕ ∈ Hs+1(Ω), and that the finite element subspaces are defined by
(4.18)-(4.24). Then, there exists a constant C > 0, independent of h, such that

∥∥ (~t, ~ζ)− (~th, ~ζh)
∥∥ ≤ Chmin{s,k+1}

{
‖ t ‖s,Ω + ‖σ ‖s,Ω + ‖divσ ‖s,Ω + ‖u ‖s+1,Ω

+ ‖γ ‖s,Ω + ‖ ζ ‖s,Ω + ‖p ‖s,Ω + ‖ div p ‖s,Ω + ‖ϕ ‖s+1,Ω

}
. (5.12)

Proof. It follows from the Céa estimate (5.11) and the approximation properties (4.25)-(4.31).

6 Numerical Results

We now present two examples that will illustrate the performance of the augmented fully-mixed
finite element method (4.1) with the subspaces indicated in (4.18)-(4.24) on a set of quasiuniform
triangulations. The computational implementation is based on a FreeFem++ code (cf. [17]) and
the iterative method comes straightforward from the uncoupling strategy presented in Section 4.1.
Then, as a stopping criteria, we finish the algorithm when the relative error between two consecutive
iterations of the complete coefficient vector measured in the discrete `2 norm is sufficiently small, this
is, ∥∥ coeffm+1 − coeffm

∥∥
`2

‖ coeffm ‖`2
< tol,

where tol is a specified tolerance.

Let us first define the error per variable

e(t) := ‖ t− th ‖0,Ω, e(σ) := ‖σ − σh ‖div;Ω, e(u) := ‖u− uh ‖1,Ω, e(p) := ‖ p− ph ‖0,Ω,
e(γ) := ‖γ − γh ‖0,Ω, e(ζ) := ‖ ζ − ζh ‖0,Ω, e(p) := ‖p− ph ‖div;Ω, e(ϕ) := ‖ϕ− ϕh ‖1,Ω,

as well as their corresponding rates of convergence

r(?) :=
log(e(?)/e′(?))

log(h/h′)
∀ ? ∈

{
t,σ,u, p,γ, ζ,p, ϕ

}
,

where h and h′ denote two consecutive meshsizes with errors e and e′.

6.1 Example 1: Two-dimensional smooth exact solution

In our first example, we consider Ω = (−1, 1)2 and viscosity, thermal conductivity and body force
given by

µ(ϕ) = exp(−0.25ϕ), k(ϕ) = exp(0.25ϕ), g = (0, 1)t.

Dirichlet boundary conditions will be imposed on ΓD := Γ1
D ∪ Γ2

D where Γ1
D := [−1, 1] × {−1} and

Γ2
D := [−1, 1]× {1}, whereas Neumann boundary conditions will be imposed on the remainder of the
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border, that is, ΓN := Γ\ΓD. In this way, we consider boundary data ϕD and source terms fm and fe

such that the exact solution to the Boussinesq problem is given by u(x, y) = (u1(x, y), u2(x, y))t with

u1(x, y) := 2 y sin(πx) sin(πy)(x2 − 1) + π sin(πx) cos(πy)(x2 − 1)(y2 − 1),

u2(x, y) := −2x sin(πx) sin(πy)(y2 − 1)− π cos(πx) sin(πy)(x2 − 1)(y2 − 1),

and
p(x, y) := y2 − x2, ϕ(x, y) := −0.6944 y4 + 1.6944 y2.

Concerning the stabilization parameters, these are taken as pointed out at the end of Section 3.3, with
κ0 = 1

2 and the bounds for the viscosity and thermal conductivity functions are estimated in

µ1 = 0.5, µ2 = 1.25, k1 = 0.75, k2 = 1.3.

In Figure 6.1 we display part of the solution obtained with fully-mixed finite element method using
a first order approximation and 1,409,884 DOF. Notice that not only we are able to recover the original
unknowns but also to compute further variables of physical interest. In turn, Tables 6.1 and 6.2 show
the convergence history for a sequence of quasi-uniform mesh refinements, thus confirming the rates
of convergence predicted by Lemma 5.5, that is, when using first and second order finite elements,
and considering that the exact solution is smooth enough, whence the method converges with orders
O(h) and O(h2), respectively.

6.2 Example 2: Three-dimensional smooth exact solution

In our second example, we consider Ω = (0, 1)3 and viscosity, thermal conductivity and body force
given by

µ(ϕ) = 2.0− 0.5ϕ2 − 0.5ϕ4, k(ϕ) = −0.5 + 2.0µ(ϕ), g = (0, 0, 1)t.

With respect to boundary conditions, we impose Dirichlet conditions on [0, 1]2 × {0} =: ΓD and
Neumann conditions on the rest of the boundary, that is, ΓN := Γ\ΓD. Then, we consider boundary
data ϕD and source terms fm and fe such that the exact solution to the Boussinesq problem is given
by u(x, y, z) = (u1(x, y, z), u2(x, y, z), u3(x, y, z))t with

u1(x, y, z) := 8x2yz(x− 1)2(y − 1)(z − 1)(y − z)
u2(x, y, z) := −8xy2z(x− 1)(y − 1)2(z − 1)(x− z)
u3(x, y, z) := 8xyz2(x− 1)(y − 1)(z − 1)2(x− y)

and
ϕ(x, y, z) := sin(πx)2 sin(πy)2(z − 1)2, p(x, y, z) = (x− 0.5)3 sin(y + z).

Concerning the stabilization parameters, we take them again as in Section 3.3, but this time with
κ0 = 1. In tun, the bounds for the viscosity and thermal conductivity are estimated in

µ1 = 1.0, µ2 = 2.0, k1 = 1.5, k2 = 3.5.

Part of the solution is shown in Figure 6.2, and a convergence history for a set of quasi-uniform
mesh refinements is shown in Table 6.3, thus showing also that, having the problem a smooth exact
solution, this fully-mixed finite element method converges optimally with order O(h) (when using a
first order element).
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Finite Element: Ht
h - Hσ

h - Hu
h - Hγ

h - Hζ
h - Hp

h - Hϕ
h with k = 0

DOF e(t) e(σ) e(u) e(p) e(γ) e(ζ) e(p) e(ϕ)

1,816 4.5307 15.6976 7.7257 2.3619 14.3622 0.4298 1.5650 0.3698

6,972 2.1933 7.9406 3.3074 1.0874 8.8796 0.2124 0.7864 0.1758

27,052 1.0947 3.9421 1.6088 0.5396 6.0695 0.1022 0.3809 0.0831

107,142 0.5331 2.0064 0.8011 0.2678 2.5649 0.0517 0.1962 0.0426

431,398 0.2581 0.9882 0.3925 0.1216 1.5602 0.0259 0.0970 0.0211

1,707,922 0.1271 0.4937 0.1947 0.0613 0.7027 0.0127 0.0482 0.0105

h r(t) r(σ) r(u) r(p) r(γ) r(ζ) r(p) r(ϕ)

0.4129 - - - - - - - -

0.1940 0.9605 0.9023 1.1233 1.0270 0.6366 0.9331 0.9111 0.9845

0.0995 1.0402 1.0482 1.0788 1.0490 0.5695 1.0951 1.0851 1.1221

0.0527 1.1333 1.0638 1.0982 1.1032 1.3567 1.0736 1.0453 1.0521

0.0311 1.3744 1.3419 1.3519 1.4961 0.9419 1.3087 1.3350 1.3342

0.0150 0.9729 0.9535 0.9635 0.9411 1.0960 0.9778 0.9600 0.9503

Table 6.1: Convergence history for Example 1, with a uniform mesh refinement and a first order
approximation. Here, the simulation with 1,816 DOF took 10 fixed-point iterations, while the rest of
them took 9 iterations to achieve a tolerance of tol = 10−8.

Finite Element: Ht
h - Hσ

h - Hu
h - Hγ

h - Hζ
h - Hp

h - Hϕ
h with k = 1

DOF e(t) e(σ) e(u) e(p) e(γ) e(ζ) e(p) e(ϕ)

5,812 0.9568 3.0676 1.3170 0.6622 2.2406 0.0690 0.2052 0.0434

22,564 0.2193 0.7735 0.3002 0.1932 0.6699 0.0154 0.0467 0.0098

88,036 0.0554 0.1939 0.0750 0.0472 0.2187 0.0038 0.0118 0.0023

349,660 0.0140 0.0494 0.0192 0.0119 0.0494 0.0010 0.0031 0.0006

1,409,884 0.0035 0.0121 0.0047 0.0029 0.0152 0.0002 0.0008 0.0001

h r(t) r(σ) r(u) r(p) r(γ) r(ζ) r(p) r(ϕ)

0.4129 - - - - - - - -

0.1940 1.9507 1.8241 1.9580 1.6310 1.5987 1.9811 1.9595 1.9687

0.0995 2.0591 2.0712 2.0759 2.1084 1.6752 2.1123 2.0631 2.1848

0.0527 2.1678 2.1538 2.1490 2.1666 2.3443 2.0727 2.1265 2.1000

0.0311 2.6452 2.6677 2.6506 2.6598 2.2355 2.6761 2.6587 2.6447

Table 6.2: Convergence history for Example 1, with a uniform mesh refinement and a second order
approximation. Here, all the simulations took 9 fixed-point iterations to achieve a tolerance of tol =
10−8.
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Finite Element: Ht
h - Hσ

h - Hu
h - Hγ

h - Hζ
h - Hp
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