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Abstract

In this paper, we discuss the well posedness of a mixed discontinuous Galerkin
(DG) scheme for the Poisson and Stokes problems in 2D, considering only piecewise
Lagrangian finite elements. The difficulty here relies on the fact that the classical
Babuška-Brezzi theory is not easy to check for low order finite elements, so we
proceed in a non-standard way. First, we prove uniqueness, and then we apply
a discrete version of Fredholm’s alternative theorem to ensure existence. The a
priori error analysis is done by introducing suitable projections of exact solution.
As a result, we prove that the method is convergent, and under standard additional
regularity assumptions on the exact solution, the optimal rate of convergence of the
method is guaranteed.

Key words: Discontinuous Galerkin, Lagrange shape functions, a-priori error esti-
mates.
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1 Introduction

Let Ω be a bounded and simply connected domain in R2 with polygonal boundary Γ.
Then, given f ∈ L2(Ω) and g ∈ H1/2(Γ), we look for u ∈ H1(Ω) such that

−∆u = f in Ω, u = g on ΓD, (1.1)

where ν denotes the unit outward normal to ∂Ω.
We follow [2] and introduce the gradient σ := −∇u in Ω as additional unknown.

In this way, (1.1) can be reformulated as the following problem in Ω̄: Find (σ, u) in
appropriate spaces such that, in the distributional sense

σ +∇u = 0 in Ω, divσ = f in Ω and u = g on Γ. (1.2)
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Casilla 297, Concepción, Chile, e-mail: tomas@ucsc.cl
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We remark that problem (1.2) has been already analysed in [18] using the so-called local
discontinuous Galerkin (LDG) method, where the unknowns σ and u are approximated
in piecewise polynomial spaces that locally belong to H1 and L2, respectively. In the
present work, we are interested in approximating the vector unknown σ in a properly
discrete space, such that it locally belongs to H(div). This motivates us to consider the
employment of local Raviart-Thomas spaces, to approximate σ. This kind of approaches
has been also applied in the previous works [3] [4] [5] and [7]. All of them consider
the standard definition of numerical fluxes for LDG scheme, whose parameters α and β
behave as O(1

h
) and O(1), respectively. Recently, in the framework of the nonconforming

pseudostress - velocity formulation for the Stokes system, in [8] we study an unusual
DG approach which requires a vector numerical flux parameter β having the standard
behaviour O(1), and two scalar numerical fluxes parameters (α and γ). Here, one of
them (γ) behaves as O(1

h
), while the other one (α), as O(h). The well posedness of the

proposed scheme is established using discontinuous Raviart-Thomas finite elements for the
pseudostress unknown, and discontinuos polynomials for the velocity one. A particularity
of this approach is that when it is tested with continuous functions, we obtain the standard
conforming dual mixed formulation. In this sense, the analysis developed in [8] can be
seen as an extension of the one described in [12], where it has been proved that the pair
of conforming Raviart-Thomas finite elements with discontinuos polynomials is stable for
the Stokes system, in dual-mixed form. Of course, the DG scheme presented in [8] could
be approximated by other finite elements, thus this will be the aim of this article, i.e.,
in this paper we extend the analysis developed in [8] to use others pair of finite element
spaces.

The paper is organized as follows. In Section 2, by simplicity, we take into account
the analysis described in [8] for Poisson problem, and adapt/generalize it to study the
a priori error analysis for this boundary value problem, considering only finite element
spaces of the Lagrange type for all unknowns.

In Section 3, we extend the results obtained in the previous section to the Stokes
problem, approximating the unknowns by polynomials of suitable degrees. Numerical
examples that validate our theoretical results are shown and discussed in Section 4. Final
remarks and conclusions are described in Section 5.

In the rest of the paper we will use the following notation. Given any Hilbert space
H, we denote by H2 the space of vectors of order 2 with entries in H, and by H2×2 the
space of square tensors of order 2 with entries in H. In particular, given τ := (τij),
ζ := (ζij) ∈ R2×2, we write, as usual, τ t := (τji), tr(τ ) := τ11 + τ22 and τ : ζ :=∑2

i,j=1 τij ζij. For vectors v and w in R2, we denote by v ⊗ w the matrix whose ij-th
entry is viwj. We also use the standard notation for Sobolev spaces and norms. We
denote H(div; Ω) := {v ∈ [L2(Ω)]2 : div(v) ∈ L2(Ω) }, H = H(div; Ω) := {τ ∈
[L2(Ω)]2×2 : div(τ ) ∈ [L2(Ω)]2 }, and H0 := {τ ∈ H :

∫
Ω

tr(τ ) = 0}. Note that
H = H0 ⊕ R I, that is, for any τ ∈ H there exists unique (τ 0, ρ) ∈ H0 × R such that
τ = τ 0+ρ I. In addition, we define the deviator of the tensor τ ∈ H by τ d := τ− 1

2
tr(τ )I.

We remark that tr(τ d) = 0 in Ω, and thus τ d ∈ H0 for any τ ∈ H. Finally, we use C or c,
with or without subscripts, to denote generic constants, independent of the discretization
parameters, which may take different values at different occurrences.
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2 A modified LDG formulation

In this section, we derive a discrete formulation for the linear model (1.1), applying
an unusual discontinuous Galerkin method in divergence form. We begin with some
definitions and notations.

2.1 Meshes

We let {Th}h>0 be a family of shape-regular triangulations of Ω̄ (with possible hanging
nodes) made up of straight-side triangles T with diameter hT and unit outward normal
to ∂T denoted by νT . As usual, the index h also denotes h := max

T∈Th
hT . Then, given

Th, its edges are defined as follows. An interior edge of Th is the (nonempty) interior
of ∂T ∩ ∂T ′, where T and T ′ are two adjacent elements of Th, not necessarily matching.
We denote by EI the list of all interior edges of Th (counted only once) in Ω, by EΓ the
list of all boundary edges, respectively, and set E := EI ∪ EΓ the skeleton inherited by
the triangulation Th. Moreover, for each e ∈ E , he represents its length. In addition, in
what follows we assume that Th is of bounded variation, which means that there exists a
constant l > 1, independent of the meshsize h, such that l−1 ≤ hT

hT ′
≤ l for each pair

T, T ′ ∈ Th sharing an interior edge.

2.2 Averages and jumps

Here, we define average and jump operators. Next, in order to define average and jump
operators, we let T and T ′ be two adjacent elements of Th and x be an arbitrary point
on the interior edge e = ∂T ∩ ∂T ′ ∈ EI . In addition, let q , v and τ be scalar-, vector-,
and matrix-valued functions, respectively, that are smooth inside each element T ∈ Th.
We denote by (qT,e,vT,e, τ T,e) the restriction of (qT ,vT , τ T ) to e. Then, we define the
averages at x ∈ e by:

{q} :=
1

2

(
qT,e + qT ′,e

)
, {v} :=

1

2

(
vT,e + vT ′,e

)
, {τ} :=

1

2

(
τ T,e + τ T ′,e

)
.

Similarly, the jumps at x ∈ e are given by

[[q]] := qT,e νT + qT ′,e νT ′ , [[v]] := vT,e · νT + vT ′,e · νT ′ ,

[[v]] := vT,e ⊗ νT + vT ′,e ⊗ νT ′ , [[τ ]] := τ T,e νT + τ T ′,e νT ′ .

On boundary edges e, we set {q} := q, {v} := v, {τ} := τ , as well as [[q]] := q ν,
[[v]] := v · ν, [[v]] := v ⊗ ν and [[τ ]] := τ ν. Hereafter, divh and ∇h denote the piecewise
divergence and gradient operators, respectively. Associated to these operators, for ε >
1/2, we also introduced the broken Sobolev spaces Hε(Th), H(div; Th) and H(div; Th),
which are defined in the standard way, and in order to short the notation, we set Σ :=
H(div; Th) ∩ [Hε(Ω)]2 and Σ := H(div; Th) ∩ [Hε(Ω)]2×2.
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2.3 A discontinuous discrete formulation for the Poisson prob-
lem

Given a mesh Th, we proceed as in [18] (or [10]) and multiply each one of the equations
(introduced at the introduction) by suitable test functions. We wish to approximate the
exact solution (σ, u) of (1.2) by discrete functions (σh, uh) in appropriate finite element
space Σh × Vh such that, for each T ∈ Th, we have∫

T

σh · τ −
∫
T

uh div τ +

∫
∂T

û τ · νT = 0 ∀ τ ∈ Σh ,

−
∫
T

σh · ∇v +

∫
∂T

v σ̂ · νT =

∫
T

fv ∀ v ∈ Vh .

(2.1)

Here, the numerical fluxes û and σ̂, which usually depend on uh, σh, and the boundary
data, are defined in terms of averages and jumps of the discrete unknowns, so that some
compatibility conditions are satisfied (see [2]).

We are now ready to complete the DG formulation (2.1). Indeed, using the approach
from [18] and [13], we define the numerical fluxes û and σ̂ for each T ∈ Th as follows:

ûT,e :=

{
{uh} − [[uh]] · β + γ[[σh]] if e ∈ EI ,
g if e ∈ EΓ

(2.2)

and

σ̂T,e :=

{
{σh}+ β[[σh]] + α[[uh]] if e ∈ EI ,
σh + α(uh − g)ν if e ∈ EΓ,

(2.3)

where the scalar parameters α and γ, as well as the vector one β, to be chosen appro-
priately, are single valued on each edge e ∈ E and such that they allow us to prove the
optimal rates of convergence of our approximation. To this aim, we set α := α̂ h, γ := γ̂

h
,

and β ∈ [L∞(EI)]2 as an arbitrary vector in R2. Hereafter, α̂ > 0 and γ̂ > 0 are arbitrary,
while h is defined by

h :=

{
max{hT , hT ′} if e ∈ EI ,
hT if e ∈ EΓ .

Then, integrating by parts in the second equation in (2.1), summing up over all T ∈ Th,
and applying a well-known algebraic identity, we arrive to the following discrete dual
mixed discontinuous Galerkin formulation: Find (σh, uh) ∈ Σh × Vh such that

aDG(σh, τ )− bDG(τ , uh) = GDG(τ ) ∀ τ ∈ Σh

bDG(σh, v) + cDG(uh, v) = FDG(v) ∀ v ∈ Vh,
(2.4)

where the bilinear forms aDG : Σ × Σ → R, cDG : Hε(Th) × Hε(Th) → R and
bDG : Σ×Hε(Th)→ R are defined by

aDG(σ, τ ) :=

∫
Ω

σh · τ +

∫
EI
γ[[σh]][[τ ]] , cDG(w, v) :=

∫
E
α [[v]][[w]] ,
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and bDG(τ , v) :=

∫
Ω

v divh τ −
∫
EI

(
{v} − β · [[v]]

)
[[τ ]] ,

and the linear functionals GDG : Σ→ R and FDG : Hε(Th)→ R are given by

GDG(τ ) := −
∫
EΓ
g τ · ν and FDG(v) :=

∫
Ω

f v +

∫
EΓ
α g v .

Now, the space Σh is provided with the usual norm of H(div; Th), which is denoted
by ‖ · ‖Σ, that is

‖τ‖Σ :=
(
||τ ||20,Ω + || divh τ ||20,Ω + ‖γ1/2[[τ ]]‖2

0,EI

)1/2 ∀ τ ∈ Σ ,

while for Vh we introduce its standard L2-norm. In addition, we define ||(·, ·)||DG : Σ ×
L2(Ω)→ R by

||(τ , v)||DG :=
(
||τ ||2Σ + ‖v‖2

L2(Ω)

)1/2

∀ (τ , v) ∈ Σ× L2(Ω) .

Finally, we introduce the application || · ||Σ,0 : Σ→ R, given by

||τ ||Σ,0 :
(
||τ ||20,Ω + ‖γ1/2[[τ ]]‖2

0,EI

)1/2 ∀ τ ∈ Σ ,

which will be helpful for our purposes.
The boundedness of the bilinear forms and functionals are reported in the next lemma

Lemma 2.1 There exists C > 0, independent of the mesh size, such that

aDG(τ , ζ) ≤ C‖τ‖Σ,0‖ζ‖Σ,0 ∀ (τ , ζ) ∈ Σ×Σ , (2.5)

bDG(τ , v) ≤ C‖τ‖Σ‖v‖L2(Ω) ∀ (τ , v) ∈ Σ× Vh , (2.6)

cDG(v, w) ≤ C‖v‖L2(Ω)‖w‖L2(Ω) ∀ (v, w) ∈ Vh × Vh . (2.7)

|FDG(v)| ≤ C

(
‖f‖L2(Ω) + ‖α1/2g‖L2(EΓ)

)
‖v‖L2(Ω) ∀ v ∈ Vh , (2.8)

|GDG(τ )| ≤ C‖τ‖Σ‖γ1/2g‖L2(Γ) ∀ τ ∈ Σh , (2.9)

Proof. It is analogous to the proofs of Lemmas 3.2 and 3.3 in [8]. We omit further details.
�

The well posedness of Problem (2.4) is established in the next theorem.

Theorem 2.1 Under the assumption that ∇hVh is a subspace of Σh, there exists a unique
(σh, uh) ∈ Σh × Vh solution of the Problem (2.4).

Proof. Since the discrete system is square, it is enough to check that the corresponding
homogeneous problem: Find (σh, uh) ∈ Σh × Vh such that

aDG(σh, τ )− bDG(τ , uh) = 0 ∀ τ ∈ Σh ,

bDG(σh, v) + cDG(uh, v) = 0 ∀ v ∈ Vh ,
(2.10)
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has only the trivial solution. To this end, taking τ = σh, v = uh in (2.10), and after
adding these two equations, we deduce

‖σh‖2
[L2(Ω)]2 + ‖γ1/2[[σh]]‖2

L2(EI) + ‖α1/2[[uh]]‖2
[L2(E)]2 = 0 ,

which implies that σh ∈ H(div,Ω), σh = 0 in Ω, uh ∈ C(Ω), and uh = 0 on ∂Ω.
Now, if elements of Vh are piecewise constant, the proof is concluded. Otherwise, since
∇hVh is a subspace of Σh, by integrating by parts the first equation of (2.10), we obtain
∇huh = 0 in Ω and thus uh = 0 in Ω. In other words, Problem (2.10) admits only the
trivial solution. Therefore, existence is consequence of a finite dimensional Fredholm’s
alternative theorem. �

Our next concern is the stability of the scheme (2.4). In order to set the approximation
spaces, we denote by Pκ(T ) the space of polynomials of degree at most κ on T , for a given
integer κ ≥ 0 and for each T ∈ Th. Now, in what follows we consider Σh and Vh as

Σh :=
{
τ ∈ [L2(Ω)]2 : τ

∣∣
T
∈ [Pr(T )]2 ∀T ∈ Th

}
,

Vh :=
{
vh ∈ L2(Ω) : vh

∣∣
T
∈ Pk(T ) ∀T ∈ Th

}
,

with k ≥ 0 and r ≥ 1. We notice that, In order to verify the well known mild condition:
∇hVh is a subspace of Σh, we require k ≤ r+1. This choice of spaces allows us to establish
the following discrete inf-sup condition, whose proof follows the ideas given in the proof
of Lemma 3.4 in [8], and requires the introduction of the local Raviart-Thomas space of
order κ (cf. [19]), RTκ(T ) := [Pκ(T )]2 ⊕ xPκ(T ) ⊆ [Pκ+1(T )]2.

Lemma 2.2 Let Vh a finite dimensional subspace of L2(Ω) such that Vh is a subspace of
Pr(Th). Then for all v ∈ Vh, there exists c̃ > 0, independent of the mesh size, such that

sup
τ∈Σh\{0}

bDG(τ , v)

‖τ‖Σ
≥ c̃‖v‖L2(Ω) .

Proof. We take v ∈ Vh, and define the auxiliary problem: Find w ∈ H1
0 (Ω) such that, in

distributional sense, −∆w = v in Ω, w = 0 on Γ. Now, we set ζ := −∇w in Ω. Then,
we have that div(ζ) = v in Ω, which implies ζ ∈ Σ and ||ζ||0,Ω ≤ ||v||0,Ω. Now, let
ζh := RTr−1ζ ∈ Σh ∩ H(div; Ω), which means that div(ζh) = v and ||γ1/2[[ζh]]||0,EI = 0.
These relations imply that

sup
τ∈Σh\{0}

bDG(τ , v)

||τ ||Σ
≥ bDG(ζ, v)

||ζ||Σ
≥ 1√

2

||v||20,Ω
||v||0,Ω

=
1√
2
||v||0,Ω ,

which ends the proof. �
In order to obtain the a priori error estimates for the scheme (2.4) we need the fol-

lowing lemmas, which establish local approximation properties of piecewise polynomials
approximations.
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Lemma 2.3 Let Th be an element of a shaped-regular triangulation family {Th}h>0, and
let T ∈ Th. Given a nonnegative integer m, let Πm

T : L2(T ) → Pm(T ) be the linear and
bounded operator given by the L2(T )−orthogonal projection, which satisfies Πm

T (p) = p for
all p ∈ Pm(T ). Then there exists C > 0, independent of the meshsize, such that for each
s, t satisfying 0 ≤ s ≤ m+ 1 and 0 ≤ s < t, there holds

|(I − Πm
T )(w)|s,T ≤ C h

min{t,m+1}−s
T ||w||t,T ∀w ∈ H t(T ) , (2.11)

and for each t > 1/2 there holds

|(I − Πm
T )(w)|0,∂T ≤ C h

min{t,m+1}−1/2
T ||w||t,T ∀w ∈ H t(T ) , (2.12)

Proof. We refer to [14], [16]. �

Lemma 2.4 Let Th be an element of a shape-regular family of triangulations {Th}h>0,
and let T ∈ Th. Given a positive integer k, let EkT : [H1(T )]2 → RTk−1(T ) be the local
interpolation operator, which satisfies div(EkT (τ )) = Πk−1

T (div(τ )) for all τ ∈ [H1(T )]2.
There exists C > 0, independent of the meshsize but depending on integers l > 0 and
s ≥ 0, such that for all τ ∈ [H l(T )]2 with div(τ ) ∈ Hs(T ) there hold

||τ − EkT (τ )||[L2(T )]2 ≤ C hlT |τ |[Hl(T )]2 1 ≤ l ≤ k , (2.13)

and
|| div(τ − EkT (τ ))||L2(T ) ≤ C hsT |τ |[Hs(T )]2 0 ≤ s ≤ k . (2.14)

Proof. We refer to [1]. �
Now, we introduce the application

|||(τ , v)|||DG :=
(
||τ ||20,Ω + ‖γ1/2[[τ ]]‖2

0,EI + ‖v‖2
0,Ω

)1/2 ∀ (τ , v) ∈ Σ× L2(Ω) .

Through the rest of this section, we denote by (σ, u) and (σh, uh) the unique solutions
of (1.2) and (2.4), respectively. The strategy we propose will be, then, to obtain error
estimates for |||(σ − σh, u− uh)|||DG and for ‖ divh(σ − σh)‖0,Ω.

The optimal rate of convergence of |||(σ−σh, u−uh)|||DG is reported in the following
result, whose proof requires the assumption: divh Σh is a subspace of Vh. This is satisfied
when r ≤ k+1, which together with the mild condition, let us to conclude that r = k+1.

Theorem 2.2 Assuming that σ|T ∈ [H t(T )]2 and u|T ∈ H1+t(T ) with t > 1/2, for any
T ∈ Th, there exists Cerr > 0 is independent of the mesh size, such that

|||(σ − σh, u− uh)|||2DG

≤ Cerr

∑
T∈Th

h
2 min{t,k+1}
T

{
‖σ‖2

[Ht(T )]2 + ‖u‖2
H1(T )

}
. (2.15)

Proof. First, we notice that our discrete scheme (2.4) is consistent with the exact solution
(σ, u) of (1.2). This means that aDG(σ − σh, τ )− bDG(τ , u− uh) = 0 ∀ τ ∈ Σh ,

bDG(σ − σh, v) + cDG(u− uh, v) = 0 ∀ v ∈ Vh .
(2.16)
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Now, let Πσ ∈ Σh and Πu ∈ Vh be suitable projections of σ and u, respectively. By the
triangle inequality, we have

|||(σ−σh, u− uh)|||DG ≤ |||(σ−Πσ, u−Πu)|||DG + |||(Πσ−σh,Πu− uh)|||DG (2.17)

Our aim is to bound |||(Πσ − σh,Πu− uh)|||DG. To this end, we consider Πσ as the L2-
orthogonal projection of σ onto Σh ∩ [C(Ω̄)]2 and Πu as the L2− orthogonal projection
of u onto Vh. We also introduce (eσh , e

u
h) := (Πσ − σh,Πu− uh) ∈ Σh × Vh.

In what follows, we first use the definition of the bilinear forms aDG(·, ·) and cDG(·, ·).
Hence, by adding and subtracting the exact solution, and after doing some algebraic
manipulations, we deduce that

||eσh ||20,Ω + ||γ1/2[[eσh ]]||20,EI + ||α1/2[[euh]]||20,E = aDG(eσh , e
σ
h ) + cDG(euh, e

u
h)

= aDG(Πσ − σ, eσh ) + bDG(eσh ,Πu− u)

+ bDG(Πσ − σ, euh) + cDG(Πu− u, euh) .
(2.18)

Now, we aim to bound each one of the four terms on the right hand side. To this end, we
observe that [[Πσ − σ]] = 0 on EI , and then, after applying Cauchy-Schwarz inequality,
we deduce ∣∣aDG(Πσ − σ, eσh )

∣∣ ≤ ||σ − Πσ||0,Ω||eσh ||0,Ω , (2.19)

|cDG(Πu− u, euh)| ≤ ‖α1/2[[Πu− u]]‖0,E‖α1/2[[euh]]‖0,E . (2.20)

In addition, since divh Σh is a subspace of Vh and Πu is the L2− orthogonal projection of
u onto Vh, using the definition of bDG(·, ·), we deduce that∣∣bDG(eσh ,Πu− u)

∣∣ =

∣∣∣∣∫
EI
γ−1/2

(
{Πu− u} − β · [[Πu− u]]

)
γ1/2[[eσh ]]

∣∣∣∣
≤ c

(
‖γ−1/2{Πu− u}‖0,EI + ‖γ−1/2[[Πu− u]]‖0,EI

)
‖γ1/2[[eσh ]]‖0,EI .

(2.21)

with C > 0 being a constant independent of the mesh size. For the remaining term,
we need to introduce the Raviart-Thomas projection of σ of order k, RTk(σ) ∈ Σh ∩
H(div; Ω). Thus, we have div(RTk(σ)) = Π(div(σ)) ∈ Vh and [[RTk(σ)]] = 0 on EI (see
Section 3 in [15]). Introducing ẽσh := Πσ − RTk(σ) ∈ Σh ∩H(div; Ω), and using (2.16),
we realize that

bDG(Πσ − σ, euh) =

∫
Ω

divh(Πσ − σ)euh =

∫
Ω

divh(ẽ
σ
h )euh

=

∫
Ω

divh(ẽ
σ
h )(Πu− uh) =

∫
Ω

divh(ẽ
σ
h )(u− uh) = bDG(ẽσh , u− uh)

= −aDG(σ − σh, ẽσh ) = −aDG(eσh , ẽ
σ
h )

≤ C‖eσh ‖0,Ω‖ẽσh ‖0,Ω ≤ C‖eσh ‖0,Ω

(
‖σ −RTk(σ)‖0,Ω + ‖σ − Πσ‖0,Ω

)
.

(2.22)
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Thus, applying (2.19)-(2.22) in (2.18), we conclude that there exists C∗ > 0, indepen-
dent of the mesh size, such that

||eσh ||0,Ω + ||γ1/2[[eσh ]]||0,EI + ||α1/2[[euh]]||0,E

≤ C∗
(
||σ − Πσ||0,Ω + ‖α1/2{Πu− u}‖0,EI + ||α1/2[[u− Πu]]||0,E + ||σ −RTk(σ)||0,Ω

)
.

(2.23)
Now, we focus on ||euh||0,Ω. To this end, we first notice that for any τ ∈ Σh

bDG(τ , euh) = bDG(τ ,Πu− u) + bDG(τ , u− uh) .

Thanks to the first equation in (2.16), we obtain that

bDG(τ , euh) = bDG(τ ,Πu− u) + aDG(Πσ − σ, τ )− aDG(eσh , τ ) .

Taking into account the inf-sup condition given by Lemma 2.2, and bounding each term
in bilinear forms aDG and bDG, we estimate

c̃ ||euh||0,Ω ≤ sup
τ∈Σh\{0}

bDG(τ , euh)

||τ ||Σ

≤ ĉ

(
||u− Πu||0,Ω + ||α1/2{u− Πu}||0,EI + ||α1/2[[u− Πu]]||0,E

+ ||σ − Πσ||0,Ω + ||σ −RTk(σ)||0,Ω

)
, (2.24)

where we have also taken into account the bound for eσh given in (2.23). Finally, the
conclusion follows from (2.17), (2.23), (2.24) and the well-known approximation results
of the projection operators Πσ, RTk(σ) and Πu that we have introduced in Lemmas 2.3
and 2.4. �

The error estimate for ‖ divh(σ − σh)‖0,Ω is presented in the next theorem.

Theorem 2.3 Assuming that σ|T ∈ [H t(T )]2, div(σ) ∈ H t(T ) and u|T ∈ H1(T ) with
t > 1/2, for each T ∈ Th, , there exists C2 > 0 is independent of the mesh size, such that

‖ divh(σ − σh)‖2
0,Ω

≤ C2

∑
T∈Th

h
2 min{t,k+1}
T

{
‖σ‖2

[Ht(T )]2 + ‖ div(σ)‖2
Ht(T ) + ‖u‖2

H1(T )

}
. (2.25)

Proof. First, we denote again by RTk(σ) the Raviart-Thomas interpolation of σ of order
k, onto Σh ∩H(div; Ω). Then, applying the triangle inequality, we deduce

‖ divh(σ − σh)‖0,Ω ≤ ‖ divh(σ −RTk(σ))‖0,Ω + ‖ divh(RTk(σ)− σh)‖0,Ω .

A straightforward application of Lemma 2.4, implies that

‖ divh(σ −RTk(σ))‖0,Ω ≤ c
∑
T∈Th

htT‖ div(σ)‖t,T

9



For the second term, we denote by êσh := RTk(σ)− σh. Let v ∈ Vh. Then we have∫
Ω

divh(ê
σ
h )v =

∫
Ω

divh(RTk(σ))v −
∫

Ω

divh(σh)v .

Since

∫
Ω

divh(RTk(σ))v =

∫
Th

Πk(divh(σ))v =

∫
Ω

div(σ)v, we deduce

∫
Ω

divh(ê
σ
h )v =

∫
Ω

divh(σ − σh)v = bDG(σ − σh, v) +

∫
EI

({v} − [[v]] · β)[[Πσ − σh]] .

Furthermore, using (2.16) we note that

bDG(σ − σh, v) = cDG(u− uh, v) = cDG(Πu− uh, v) + cDG(u− Πu, v)

hence, replacing this identity in the above equality, we deduce∫
Ω

divh(ê
σ
h )v = bDG(σ − σh, v) +

∫
EI

({v} − [[v]] · β)[[eσh ]]

= cDG(Πu− uh, v) + cDG(u− Πu, v) +

∫
EI
γ−1/2({v} − [[v]] · β)γ1/2[[eσh ]]

= cDG(euh, v) + cDG(u− Πu, v) +

∫
EI
γ−1/2({v} − [[v]] · β)γ1/2[[eσh ]]

.

In this way, bounding each term of the bilinear forms and using (2.23), we deduce

|| divh(ê
σ
h )||0,Ω ≤ sup

v∈Vh\{0}

∫
Ω

divh(ê
σ
h )v

||v||0,Ω

≤ C
(
||σ − Πσ||0,Ω + ||α1/2[[u− Πu]]||0,E + ||σ −RTk(σ)||0,Ω

)
.

Then, the proof follows from Lemmas 2.3 and 2.4. �

Remark 2.1 In summary, the analysis developed in this section shows us that [Pk+1(Th)]2×
Pk(Th), with k ≥ 0, define a set of stable pairs for the dual mixed DG approach (2.4).

Remark 2.2 Let ρ > 0 be the density, g the gravity vector, gc a conversion constant, ϕ
the volumetric flow rate source or sink, and ψ the normal component of the velocity field on
the boundary such that the data ϕ and ψ satisfy the compatibility constraint

∫
Ω
ϕ =

∫
Γ
ψ.

Denoting by f := − ρ
gc

g, we have that a version of the Darcy problem reads: Find the

Darcy velocity vector v : Ω→ R2 and the pressure p : Ω→ R such that
v + K∇p = f in Ω , div(v) = ϕ in Ω,

and v · ν = ψ on Γ ,
(2.26)

where K ∈ [L∞(Ω)]2×2 in general is a given symmetric and uniformly positive definite
matrix-valued function. However, in many applications it is assumed that the medium is
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isotropic. This allows us to set K = κ
µ

I, where κ > 0 and µ > 0 denote, respectively,
the permeability and the viscosity of the porous medium, and I being the identity matrix.
Then, it is not difficult to see that the treatment of the model Problem (1.1) is similar
to a Poisson problem with Neumann boundary condition, when considering a dual mixed
formulation. Therefore, the results in Sections 2 can be extended to Darcy flow (1.1) in
a natural way, once the analysis of Poisson problem with Dirichlet boundary condition is
extended to Neumann boundary condition.

3 The Stokes system

In this section, we concentrate our efforts in the extension of the results developed in
the previous Section 2 to the incompressible Stokes problem: given the source terms
f ∈ [L2(Ω)]2 and g ∈ [H1/2(Γ)]2 we look for the velocity u and the pressure p that satisfy

−ν ∆u + ∇p = f in Ω , div(u) = 0 in Ω , and u = g on Γ . (3.1)

Hereafter, Ω is a bounded and simply connected domain in the plane with polygonal
boundary Γ.

Next, we proceed to write (3.1) as a linear system of first order. To this aim, we proceed
as in [8] (cf. Section 2), and introduce the pseudostress σ := ν∇u − p I in Ω. This allows
us to eliminate the pressure in (3.1), since it is not difficult to deduce p = −1

2
tr(σ). In

order to ensure the uniqueness of the solution of (3.1), we require that p ∈ L2
0(Ω) which

is equivalent to ask that σ lives in Σ0 := {τ ∈ H(div; Ω) :
∫

Ω
tr(σ) = 0}.

Then, we arrive to the dual mixed formulation: Find (σ,u) ∈ Σ0 × [H1(Ω)]2

σd = ν∇u in Ω , div(σ) = −f in Ω, and u = g on Γ . (3.2)

In order to approximate the solution of the Problem (3.2), we consider the DG scheme
introduced and analized in [8]. To this end, we propose the discrete spaces Σh, Σh,0 and
Vh as follows

Σh :=
{
τ ∈ [L2(Ω)]2×2 : τ

∣∣
T
∈ [Pr(T )]2×2 ∀T ∈ Th

}
,

Σh,0 :=
{
τ ∈ Σh :

∫
Ω

tr(τ ) = 0
}
,

Vh :=
{
vh ∈ [L2(Ω)]2 : vh

∣∣
T
∈ [Pk(T )]2 ∀T ∈ Th

}
,

with k ≥ 0 and r ≥ 1.
Then, problem (3.2) reads: Find (σh,uh) ∈ Σh,0 × Vh such that

aDG(σh, τ ) + bDG(τ ,uh) = GDG(τ ) ∀ τ ∈ Σh,0 ,

−bDG(σh,v) + cDG(uh,v) = FDG(v) ∀ v ∈ Vh .
(3.3)

Here the bilinear forms aDG : Σ × Σ → R, cDG : [Hε(Th)]2 × [Hε(Th)]2 → R and bDG :
Σ× [Hε(Th)]2 → R are defined by

aDG(σ, τ ) :=
1

ν

∫
Ω

σd : τ d +

∫
EI
γ[[σ]] · [[τ ]] , cDG(w,v) :=

∫
E
α [[v]] : [[w]] ,
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and bDG(τ ,v) :=

∫
Ω

v · divh(τ )−
∫
EI

(
{v}+ [[v]]β

)
· [[τ ]] ,

while the functionals GDG : Σ→ R and FDG : [Hε(Th)]2 → R are given by

GDG(τ ) :=

∫
EΓ
g · τν and FDG(v) :=

∫
Ω

f · v +

∫
EΓ
α
(
g ⊗ ν

)
:
(
v ⊗ ν

)
.

We point out that the parameters α, γ and β, introduced here to define the numerical
fluxes, are at our disposal. Indeed, they will be defined as in the previous Section. Now,
we introduce the seminorm

|(τ ,v)|DG :=
(
||τ d||2[L2(Ω)]2×2 + ‖γ1/2[[τ ]]‖2

[L2(EI)]2 + ‖v‖2
[L2(Ω)]2

)1/2

∀ (τ ,v) ∈ Σ0×[L2(Ω)]2,

and the norm

||(τ ,v)||DG :=
(
|(τ ,v)|2DG + ‖divh τ‖2

0,Ω

)1/2 ∀ (τ ,v) ∈ Σ0 × [L2(Ω)]2.

Remark 3.1 At this point, thanks to Lemma 3.1 in [6] (see also Lemma 3.10 in [8]), we
note that the norm ||(τ ,v)||DG is equivalent, on Σ0 × [L2(Ω)]2, with the standard one,
defined by

|||(τ ,v)|||DG :=
(
‖τ‖2

0,Ω + ‖divh τ‖2
0,Ω + ‖γ1/2[[τ ]]‖2

[L2(EI)]2 + ‖v‖2
[L2(Ω)]2

)1/2

.

Now with the aim to ensure existence, uniqueness, hereafter we assume that ∇hVh is
a subspace of Σh. Then, the proof of the well posedness of (3.3), under this assumption,
is very similar to the one developed in Section 3 in [8].

Theorem 3.1 Under the assumption that ∇hVh is a subspace of Σh, problem (3.3) has
one and only one solution.

Proof. Since the linear system (3.3) is square, it is enough to show that the corresponding
homogeneous system: Find (σh,uh) ∈ Σh,0 × Vh such that

aDG(σh, τ ) + bDG(τ ,uh) = 0 ∀ τ ∈ Σh,0 ,

−bDG(σh,v) + cDG(uh,v) = 0 ∀ v ∈ Vh .
(3.4)

has only the trivial solution. To this end, we replace τ := σh and v := uh in (3.4) and,
after summing the equations, we deduce

1

ν
||σdh||20,Ω + ||γ1/2[[σh]]||20,EI + ||α1/2[[uh]]||20,E = 0 .

This let us to infer that

σdh ⇔ σh =
1

2
tr(σh)I , (3.5)

[[σh]] = 0 on EI ⇔ σh ∈ H(div; Ω) , (3.6)

[[uh]] = 0 on E ⇔
(
uh ∈ C(Ω) ∧ uh = 0 on EΓ

)
. (3.7)
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Then, system (3.3) reduced to ∫
Ω

∇uh : τ = 0 ∀τ ∈ Σh,0 (3.8)∫
Ω

tr(σh) · div(v) = 0 ∀v ∈ Vh . (3.9)

Let now τh := ∇uh ∈ Σh, by hypothesis. Since∫
Ω

tr(τh) =

∫
Ω

divh(uh) =
∑
T∈Th

∫
T

div(uh) =
∑
T∈Th

∫
∂T

uh · ν =

∫
EΓ
uh · ν = 0 ,

we conclude that τh ∈ Σh,0. Then, replacing τh in (3.9) we obtain ∇uh = 0 in Ω, which
together with (3.7), implies that uh ∈ P0(Ω). Since uh = 0 on Γ, it is concluded that
uh = 0Vh

. Now, since σh ∈ H(div; Ω), there exists a unique w ∈ [H1
0 (Ω)]2 such that

div(w) = tr(σh). Therefore, setting wh as the local Raviart-Thomas projection of w of
order k (i.e. wh|T = Πk

RT (w) for each T ∈ Th), and replacing it in (3.9), we derive that
tr(σh) = 0 in Ω. Thus σh = 0Σh,0

, and we conclude the proof.
�

To ensure the stability of the discrete scheme, we require that divh Σh is a subspace
of Vh. This condition, together with the mild condition required in Theorem 3.1, allow
us to conclude that they are valid when r = k + 1. This yield us to deal with the pair of
approximation spaces: [Pk+1(Th)]2×2 × [Pk(Th)]2, as for Poisson problem in Section 2.

Then, from now on (σ,u) and (σh,uh) will be the unique solutions of (3.2) and (3.3),
respectively.

Theorem 3.2 Assuming, in addition, that σ|T ∈ [H t(T )]2×2 and u|T ∈ [H1(T )]2 with
t > 1/2, for all T ∈ Th, then we have

|(σ − σh,u− uh)|2DG

≤ Cerr

∑
T∈Th

h
2 min{t,k+1}
T

{
‖σ‖2

[Ht(T )]2×2 + ‖u‖2
[H1(T )]2

}
, (3.10)

where Cerr > 0 is independent of h.

Proof. First, we notice that our discrete scheme (3.3) is consistent, i.e, if (σ,u) is the
exact solution of (3.2), then aDG(σ − σh, τ ) + bDG(τ ,u− uh) = 0 ∀ τ ∈ Σh,0 ,

−bDG(σ − σh,v) + cDG(u− uh,v) = 0 ∀ v ∈ Vh .
(3.11)

Let Πσ ∈ Σh,0 and Πu ∈ Vh be suitable projections of σ and u, respectively. By the
triangle inequality, we have

|(σ − σh,u− uh)|DG ≤ |(σ − Πσ,u− Πu)|DG + |(Πσ − σh,Πu− uh)|DG . (3.12)
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Our aim is to bound |(Πσ−σh,Πu−uh)|DG. To this end, we let Πσ be the L2-orthogonal
projection of σ onto Σh ∩ [C(Ω)]2×2, while Πu denotes the L2−projection of u onto Vh.
We also introduce (eσh , e

u
h ) := (Πσ − σh,Πu− uh). We notice that∫

Ω

tr(eσh ) =

∫
Ω

eσh : I =

∫
Ω

(Πσ − σh) : I =

∫
Ω

(σ − σh) : I =

∫
Ω

tr(σ − σh) = 0 ,

and then, eσh ∈ Σh,0.
Next, we test (3.11) with (τ ,v) := (eσh , e

u
h ). After adding all the equations, we deduce

ν−1||
(
eσh
)d||20,Ω + ||γ1/2[[eσh ]]||20,EI + ||α1/2[[euh ]]||20,E = aDG(eσh , e

σ
h ) + cDG(euh , e

u
h )

= aDG(Πσ − σ, eσh ) + bDG(eσh ,Πu− u)

− bDG(Πσ − σ, euh ) + cDG(Πu− u, euh ) ,

Now, we bound each term on the right hand side deducing that∣∣aDG(Πσ − σ, eσh )
∣∣ ≤ 2

ν
||(eσh )d||0,Ω||σ − Πσ||0,Ω,

|cDG(Πu− u, euh )| ≤ ‖α1/2[[Πu− u]]‖0,E‖α1/2[[euh ]]‖0,E

In addition, using that div(Σh) is a subspace of Vh and Πu is the L2− orthogonal
projection of u, from the definition of bDG(·, ·), we deduce that

∣∣bDG(eσh ,Πu− u)
∣∣ =

∣∣∣∣∫
EI
γ−1/2

(
{Πu− u} − β · [[Πu− u]]

)
γ1/2[[eσh ]]

∣∣∣∣
≤ c

(
‖γ−1/2{Πu− u}‖0,EI + ‖γ−1/2[[Πu− u]]‖0,EI

)
‖γ1/2[[eσh ]]‖0,EI

For the last term, we introduce the normal component continuous Raviart-Thomas inter-
polation of σ of order k, RTk(σ), then we have div(RTk(σ)) ∈ Vh and [[RTk(σ)]] = 0 on
EI (see Section 3 in [15]). Denoting by ẽσh := Πσ−RTk(σ) and using (3.11) we note that

bDG(Πσ − σ, euh ) =

∫
Ω

div(Πσ − σ) · euh =

∫
Ω

div(ẽσh ) · euh

=

∫
Ω

div(ẽσh ) · (Πu− uh) =

∫
Ω

div(ẽσh ) · (u− uh)

= −aDG(σ − σh, ẽσh ) = −1

ν

∫
Ω

(σ − σh)d : (ẽσh )d = −1

ν

∫
Ω

(σ − σh) : (ẽσh )d

= −1

ν

∫
Ω

(Πσ − σh) : (ẽσh )d = −1

ν

∫
Ω

(Πσ − σh)d : (ẽσh )d = −aDG(eσh , ẽ
σ
h )

≤ 1

ν
||(eσh )d||0,Ω‖(ẽσh )d‖0,Ω ≤

1

ν
||(eσh )d||0,Ω ||eσh ||0,Ω

≤ 2

ν
||(eσh )d||0,Ω

(
‖σ −RTk(σ)‖0,Ω + ‖σ − Πσ‖0,Ω

)
.
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In this way, we deduce that there exists C∗ > 0, independent of the mesh size, such that

1√
ν
||
(
eσh
)d||0,Ω + ||γ1/2[[eσh ]]||0,EI + ||α1/2[[euh ]]||0,E

≤ C∗

(
||σ − Πσ||0,Ω + ‖γ−1/2{Πu− u}‖0,EI + ||α1/2[[u− Πu]]||0,E

+||σ −RTk(σ)||0,Ω
)
.

(3.13)

On the other hand, concerning to ||euh ||0,Ω, we first notice that for any τ ∈ Σh,0

bDG(τ , euh ) = bDG(τ ,Πu− u) + bDG(τ ,u− uh) ,

and using the first equation in (3.11), we deduce that

bDG(τ , euh ) = bDG(τ ,Πu− u) + aDG(Πσ − σ, τ )− aDG(eσh , τ ) .

Thanks to an analogous inf-sup condition to the Lemma 3.4 in [8] (whose proof should
be quite similar to the one of Lemma 2.2), and bounding each term in bilinear forms aDG
and bDG, we estimate

c̃ ||euh ||0,Ω ≤ sup
τ∈Σh,0\{θ}

bDG(τ , euh )

||τ ||Σ
≤ ĉ

(
‖γ−1/2{Πu− u}‖0,EI + ||α1/2[[u− Πu]]||0,E

+ ||σ −RTk(σ)||0,Ω + ||σ − Πσ||0,Ω
)
,

where we have also taken into account the bound for ||(eσh )d||0,Ω given in (3.13).
Finally, the conclusion follows from (3.12) and the well-known approximation results

of the projection operators Πσ, RTk(σ) and Πu we have introduced. �
The error in the divergence of σ is presented in the next theorem.

Theorem 3.3 Assuming that σ|T ∈ [H t(T )]2×2, div(σ) ∈ [H t(T )]2 and u|T ∈ [H1(T )]2

with t > 0, for each T ∈ Th, , there exists C2 > 0 is independent of the mesh size, such
that

‖div(σ − σh)‖2
0,Ω

≤ C2

∑
T∈Th

h
2 min{t,k+1}
T

{
‖σ‖2

[Ht(T )]2×2 + ‖div(σ)‖2
[Ht(T )]2 + ‖u‖2

[H1(T )]2

}
. (3.14)

Proof. First, we denote again by RTk(σ) continuous Raviart-Thomas interpolation of σ
of order k. Then, applying the triangle inequality, we deduce

‖div(σ − σh)‖0,Ω ≤ ‖div(σ −RTk(σ))‖0,Ω + ‖div(RTk(σ)− σh)‖0,Ω .

A straightforward application of the local interpolation property, implies that

‖divh(σ −RTk(σ))‖0,Ω ≤ c
∑
T∈Th

htT‖div(σ)‖t,T
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For the second term, we denote by êσh := RTk(σ)− σh. Let v ∈ Vh. Then we have∫
Ω

div(êσh ) · v =

∫
Ω

div(RTk(σ)) · v −
∫

Ω

div(σh) · v .

Since

∫
Ω

div(RTk(σ)) · v =

∫
Th

Πk(div(σ)) · v =

∫
Ω

div(σ) · v, we deduce

∫
Ω

div(êσh ) · v =

∫
Ω

div(σ − σh) · v = bDG(σ − σh,v) .

Furthermore, using (3.11) we note that

bDG(σ − σh,v) = cDG(u− uh,v) = cDG(Πu− uh,v) + cDG(u− Πu,v)

hence, replacing this identity in the above equality, we deduce∫
Ω

div(êσh ) · v = bDG(σ − σh,v)

= cDG(Πu− uh,v) + cDG(u− Πu,v)
= cDG(euh ,v) + cDG(u− Πu,v)

In this way, bounding each term of the bilinear forms and using (3.13), we deduce

|| divh(ê
σ
h )||0,Ω ≤ sup

v∈Vh\{0}

∫
Ω

div(êσh ) · v

||v||0,Ω

≤ C
(
‖γ−1/2{Πu− u}‖0,EI + ||σ − Πσ||0,Ω + ||α1/2[[u− Πu]]||0,E + ||σ −RTk(σ)||0,Ω

)
.

Then, the proof follows from approximation properties. �

Remark 3.2 In summary, the analysis developed in this section allows us to consider the
set of pairs [Pk+1(Th)]2×2× [Pk(Th)]2, with k ≥ 0, since each one of them is stable for the
dual mixed DG approach (3.3) of Stokes system.

4 Numerical examples

In this section we present several examples illustrating our results for the Poisson problem
(cf. (2.10)) and Stokes one (cf. (3.3)). All the numerical results given below have been
obtained using a Matlab code. In addition, the errors on each triangle are computed
applying a 7-points quadrature rule. We consider, for both problems, the lowest polyno-
mial approximation spaces: [P1(Th)]2 − P0(Th) and [P1(Th)]2×2 − [P0(Th)]2 for Poisson
and Stokes problems, respectively (which means that in this case k = 0). Concerning the
parameters that defines both two discrete schemes, we set β := (1 1)t, γ := 1

h
and α := h.
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Example Ω u(x1, x2)

1 ]0, 1[2
1

3
(x3

1x2 − x3
2x1)

2 ]− 1, 1[2 \ [0, 1]× [−1, 0] r2/3 sin
(

2
3
θ
)

3 {(x1, x2) : x2
1 + x2

2 = 1} \ [0, 1]× [−1, 0] r2/3 sin
(

2
3
θ
)

Table 1: Examples considered for Poisson problem

4.1 Numerical examples for Poisson equation

Here we first introduce some useful notations for errors and experimental rates of con-
vergence. Let N the number of degrees of freedom, e0(u) := ||u − uh||0,Ω, e0(σ) :=(
||σ − σh||20,Ω + ||γ1/2[[σ − σh]]||20,EI

)1/2
, ediv(σ) := || div(σ − σh)||0,Ω, and e := ||(σ −

σh, u − uh)||DG. We point out that in this case we have N = 8 × card(Th). Considering
that in 2D h behaves as N−1/2, we set the so called experimental rate of convergence of
the global error e as

r := −1

2

log(e/e′)

log(N/N ′)
,

where e and e′ denote the corresponding errors at two consecutive triangulations with
number of degrees of freedom N and N ′, respectively. The experimental rates of conver-
gence for the other errors are defined in analogous way.

We present three examples. Their domain Ω as well as their corresponding exact
solution u are given in Table 1. We notice that the first example has a smooth solution.
Then, it is expected that rate of convergence for global error e be close to 1, as well as
for ediv(σ), since we are using the lowest order of discrete approximation space for each
unknown. The results shown in Table 3 are in agreement with this. The exact solution for
examples 2 and 3 is the same, is given in polar coordinates, and lives in H1+2/3(Ω), since
its gradient has a singularity at the origin. We point out that the results for Example
3 are not covered by the current work, since the corresponding domain does not have
a polygonal boundary. The rates of convergence for each one of the introduced errors
behave as Theorems 3.1 and 3.2 predicts: O(h), since in these cases div(σ) = 0. These
are shown in Tables 4 and 5.

4.2 Numerical examples for Stokes system

We first note that since the search of a suitable basis of Σh,0 is very difficult, we introduce
the zero mean value condition of trace of elements of Σh with the help of a Lagrange
multiplier. This allows us to establish the following result.

Theorem 4.1 Consider the problem: Find (σh,uh, λ) ∈ Σh × Vh × R such that

aDG(σh, τ ) + bDG(τ ,uh) + λ

∫
Ω

tr(τ ) = GDG(τ ) ∀ τ ∈ Σh ,
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−bDG(σh,v) + cDG(uh,v) = FDG(v) ∀ v ∈ Vh

µ

∫
Ω

tr(σh) = 0 ∀ µ ∈ R . (4.1)

Then, we have

1. If (σh,uh, λ) ∈ Σh × Vh × R is a solution of (4.1), then λ = 0 and (σh,uh) ∈
Σh,0 × Vh is a solution of (3.3).

2. If (σh,uh) ∈ Σh,0 × Vh is a solution of (3.3), then (σh,uh, 0) ∈ Σh × Vh × R is a
solution of (4.1).

Then, we proceed to implement (4.1). As for Poisson problem, we need to introduce
some useful notations for the errors and experimental rates of convergence. We let N be
the number of degrees of freedom, that in our case corresponds to N = 14× card(Th) + 1.

We also introduce e0(u) := ||u−uh||0,Ω, e0(σ) :=
(
||σd − σdh||20,Ω + ||γ1/2[[σ − σh]]||20,EI

)1/2
,

ediv(σ) := ||div(σ−σh)||0,Ω, and e := |(σ−σh, u− uh)|DG. The so called experimental
rate of convergence of the seminorm of the total error, e, is computed by

r := −1

2

log(e/e′)

log(N/N ′)
,

where e and e′ denote the corresponding errors at two consecutive triangulations with
number of degrees of freedom N and N ′, respectively. The experimental rates of conver-
gence for the other errors are defined in analogous way.

We consider two smooth examples. Their domain Ω as well as their corresponding
exact solution (u, p) are given in Table 2. Concerning Example 1, we resume our results
in Table 1, where the total error and their components goes to zero as O(h). This is in
agreement with our expectations. In addition, we observe that the L2 norms of the stress
error (σ − σh) and of the pressure (p− ph), have larger rates of convergence: O(h2).

Example 2 is taken from [17], where the parameter λ is given by

λ := − 8π2

ν−1 +
√
ν−2 + 16π2

.

It will help us to test the robustness of our method, for different values of viscosity:
ν ∈ {1, 0.1, 0.059}. Numerical results for each one of these values for ν, are shown
in Tables 7, 8 and 9. From these tables, we realize that the individual error ediv(σ)
dominates the seminorm e, and then it will determine the behavior O(h) of the total
error ||(σ − σh,u− uh)||Σ, as expected. We also notice that the errors e0(σ) and e0(p)
have a better behavior than expected: O(h2), for each one of the considered values for ν
here.

5 Final comments and conclusions

In this paper, we have first extended the techniques shown in [8] to the case of Lagrangian
finite elements, to approximate each unknown, for a mixed discontinuous Galerkin formu-
lation of the Poisson equation. We have proved that the method is stable and converges
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Example Ω u(x1, x2) p(x1, x2)

1 ]− 1, 1[2
(
−ex1(x2 cos(x2) + sin(x2))

ex1x2 sin(x2)

)
2ex1 sin(x2)

2 ]− 1/2, 3/2[×]0, 2[

(
1− eλx1 cos(2πx2)
λ
2π

eλx1 sin(2πx2)

)
−1

2
e2λx1 − p̄

Table 2: Examples considered for Stokes system

with the optimal rate of convergence, when reasonable additional regularity of exact so-
lution is assumed. The main relevance of the analysis relies on the fact that we have
been able to obtain a discrete approximation of local H(div) functions using the standard
discontinuous polynomial space, instead of traditional Raviart-Thomas space. The results
shown in Tables 3, 4 and 5, for [P1(Th)]2×P0(Th) approximation spaces, are in agreement
with the conclusions of the a priori error analysis we derived.

Next, we extend the approach to solve a Stokes system. We recall that in [8] we have
analized a pseudostress-velocity mixed discontinuous formulation, considering the pair
[RTk(Th)]2 × [Pk(Th)]2, with k ≥ 0. We have proved that this family of approximation
spaces is stable. This can be seen as a generalization of the scheme studied earlier in
[12]. We point out that here we have developed an a priori error analysis for an unusual
nonconforming dual-mixed variational formulation for the Poisson and Stokes problem,
considering piecewise polynomial approximation spaces for each unknown. In this sense,
we have circumvented the well-known Rham commutative diagram when a local subspace
of H(div) is used, proving the optimal convergence of the method in a non usual way. We
would like to emphasize that in this paper we have proved that the pair [Pk+1(Th)]2×2 ×
[Pk(Th)]2, with k ≥ 0, is stable (in pseudostress velocity formulation). In particular, for
this nonconforming scheme, surprisingly we have proved that [P1(Th)]2×2 × [P0(Th)]2 is
a stable pair for the Stokes problem, whereas for the corresponding conforming scheme
it is well known that the pair [P1(Ω)]2×2 × [P0(Th)]2 is not stable, and it needs some
stabilization procedure in order to use it. Tables 6, 7, 8 and 9 show us that the method
converges for each case, with order O(h), as predicted by the theory we developed here.
On the other hand, the results in these tables give us numerical evidence that the L2 error
of pseudostress and pressure behave as O(h2). This could be the subject of a future work.

Finally, it is important to remark that the analysis has been obtained with the opti-
mal regularity assumptions, which give us good omens in order to think to develop the
corresponding a posteriori error estimate, which will be reported in a separate work. Fur-
thermore, the fact that the same formulation works for Stokes and Darcy should simplify
its coupling, therefore this topic will be explored in another work.
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N e0(u) r0(u) e0(σ) r0(σ) e r ediv(σ) rdiv(σ)
28 0.0225 —– 0.0958 —– 0.0984 —– 0.2951 —–
112 0.0183 0.2964 0.0541 0.8251 0.0571 0.7855 0.1771 0.7364
448 0.0099 0.8916 0.0361 0.5838 0.0374 0.6100 0.1103 0.6836
1792 0.0050 0.9758 0.0204 0.8239 0.0210 0.8335 0.0617 0.8384
7168 0.0025 0.9941 0.0107 0.9228 0.0110 0.9267 0.0327 0.9173
28672 0.0013 0.9985 0.0055 0.9640 0.0057 0.9658 0.0168 0.9574
114688 0.0006 0.9996 0.0028 0.9826 0.0029 0.9835 0.0085 0.9783

Table 3: Errors and experimental rates of convergence for Example 1 (Poisson)

N e0(u) r0(u) e0(σ) r0(σ) e r ediv(σ) rdiv(σ)
42 0.3146 —– 0.7500 —– 0.8133 —– 0.9572 —–
168 0.1635 0.9445 0.5635 0.4125 0.5867 0.4711 0.9501 0.0107
672 0.0809 1.0155 0.3253 0.7927 0.3352 0.8077 0.5062 0.9085
2688 0.0401 1.0125 0.1734 0.9073 0.1780 0.9130 0.2304 1.1353
10752 0.0200 1.0041 0.0903 0.9411 0.0925 0.9442 0.1042 1.1447
43008 0.0100 1.0011 0.0469 0.9458 0.0479 0.9483 0.0485 1.1038
172032 0.0050 1.0003 0.0245 0.9354 0.0250 0.9381 0.0232 1.0636

Table 4: Errors and experimental rates of convergence for Example 2 (Poisson)
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[18] I. Perugia and D. Schötzau: An hp-analysis of the local discontinuous Galerkin
method for diffusion problems. Journal of Scientific Computing, vol. 17, pp. 561-571,
(2002).

[19] J.E. Roberts and J.-M. Thomas: Mixed and Hybrid Methods. In: Handbook of
Numerical Analysis, edited by P.G. Ciarlet and J.L. Lions, vol. II, Finite Element
Methods (Part 1), 1991, North-Holland, Amsterdam.

24



Centro de Investigación en Ingenieŕıa Matemática (CI
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error analysis of a mixed-primal finite element method for the Boussinesq problem with
temperature-dependant viscosity

2018-08 Gabriel N. Gatica, Bryan Gomez-Vargas, Ricardo Ruiz-Baier: Formula-
tion and analysis of fully-mixed methods for stress-assisted diffusion problems

2018-09 Jay Gopalakrishnan, Manuel Solano, Felipe Vargas: Dispersion analysis of
HDG methods

2018-10 Franco Fagnola, Carlos M. Mora: Bifurcation analysis of a mean field laser
equation

2018-11 David Mora, Iván Velásquez: A virtual element method for the transmission
eigenvalue problem
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