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Abstract

In this paper we propose and analyze a new mixed-type finite element method for the numer-
ical simulation of a diffusion-convection-reaction problem with non-homogeneous Dirichlet
boundary condition. The method is based on a new formulation of the problem of interest
consisting in a single variational equation posed in H(div; Ω), where the flux (or gradient of
the primal variable u) is the main and only unknown. Consequently, we propose a conform-
ing Raviart-Thomas approximation of order k ≥ 0 for the flux, and the primal unknown u
can be easily approximated through a simple post-processing procedure based on the equilib-
rium equation. We prove unique solvability of the resulting continuous and discrete problems
by means of the generalized Lax-Milgram lemma. In particular, the well-posedness, stabil-
ity and convergence of the Galerkin scheme can be achieved through a sufficiently small
mesh-size assumption. Next, we derive a reliable and efficient residual-based a posteriori
error estimator for the conforming method. The proof of reliability makes use of the global
inf-sup condition, Helmholtz decomposition, and the local approximation properties of the
Clément interpolant and Raviart-Thomas operator. On the other hand, inverse inequalities,
the localization technique based on element-bubble and edge-bubble functions, and known
results from previous works, are the main tools for proving the efficiency of the estimator.
Finally, some numerical results confirming the good performance of the method and the the-
oretical properties of the a posteriori error estimator, and illustrating the capability of the
corresponding adaptive algorithm to localize the singularities of the solution, are reported.
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1 Introduction

This paper is concerned with the numerical approximation of the convection-diffusion-reaction
problem: Find u : Ω ⊂ Rd → R such that

−ν∆u+ β · ∇u+ αu = f in Ω ,
u = g on Γ ,

(1.1)

where Ω is a bounded domain in Rd, d ∈ {2, 3}, with Lipschitz boundary Γ := ∂Ω, f and g are
given data in L2(Ω) and H1/2(Γ), respectively, ν > 0 is the diffusion coefficient, β ∈ [L∞(Ω)]d

is the convective vector field satisfying div(β) = 0, and α > 0 is the reaction coefficient.
For several years, the numerical analysis community has put great efforts in developing

new efficient numerical methods to approximate the solution of (1.1), motivated basically by
the diversity of applications where this model might be used, particularly, in engineering and
industry. Roughly speaking, the equations described in (1.1) model, for instance, the behaviour
of the concentration u of certain species in a physical medium occupying Ω (a fluid for example),
which is moving with a given velocity β. Over the last decades, several contributions have been
made in order to obtain accurate approximations of (1.1), including stabilizations techniques,
adaptive algorithms and combinations of both (see for instance [2, 3, 6, 18, 19]), most of them
based on primal formulations and, up to the author’s knowledge, few of them on mixed methods.
It is worth mentioning that the main motivations, among others, to utilize mixed methods to
solve numerically elliptic problems, and particularly (1.1), are: they give better approximations
for the flux variable even for highly nonhomogeneous media with large jumps in the physical
properties and they conserve mass locally. In this direction, the first work in developing a
detailed analysis of a mixed finite element discretization of problem (1.1) is [15]. There, the
authors provide the well-posedness and convergence analysis of a Raviart-Thomas approximation
of (1.1). In particular, the solvability analysis in [15] requires a smallness assumption on the
mesh size. Years later, in [33, 13] the work started in [15] was extended to quasilinear and
nonlinear problems.

On the other hand, concerning adaptive algorithms, it was not until 2007 when Vohraĺık in
[39] provided the first a posteriori error analysis for a mixed finite element discretization of (1.1).
More precisely, in [39] the author introduced a reliable and efficient residual-based a posteriori
error estimator for the lowest order Raviart-Thomas approximation of (1.1) on simplicial meshes,
considering also the upwind-mixed scheme. Later on, the work developed in [39] was extended
in [16, 17].

In this paper we attempt to contribute to the development of new numerical methods to
approximate the solution of (1.1) by introducing a new flux-based mixed method for the model
problem. More precisely, we adopt a technique recently applied to the Brinkman problem in
[24] (see also [20] for a similar approach), which consists in introducing the flux σ := ∇u as
an auxiliary unknown, and in eliminating the unknown u through the equilibrium equation
(assuming that α > 0), and propose a new mixed-type formulation for (1.1) where σ is the
only unknown of the resulting variational formulation posed in H(div; Ω). Consequently, a
conforming Galerkin scheme defined by Raviart-Thomas elements of order k ≥ 0 is introduced
to approximate the flux. The analysis of the continuous and discrete schemes are carried out
by means of the well-known generalized Lax-Milgram lemma. In particular, the well-posedness
of the corresponding Galerkin scheme is attained under a smallness assumption of the mesh-
size, which is in concordance with the results obtained in [15]. Moreover, similarly as in [24],
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the primal variable u can be approximated through a simple post-processing procedure, which
finally leads us to an optimal convergent method for both variables σ and u.

We also derive a reliable and efficient residual-based a posteriori error estimator for this prob-
lem. Making use of the continuous global inf-sup condition, previously derived for the solvability
analysis of the continuous problem, together with a suitable stable Helmholtz decomposition,
and the approximation properties of the Raviart-Thomas and Clément interpolators, we prove
the reliability of the estimator whereas inverse inequalities, the localization technique based
on element-bubble and edge–bubble functions, and known results from previous works, are the
main tools for proving the efficiency of the estimator. We emphasize that all the estimates in
our paper exhibit the explicit dependence of the corresponding constants on the parameters ν,
α and β. The rest of the paper is organized as follows. In Section 2 we define the convection-
diffusion-reaction model, derive the flux-based formulation, and then show that it is well-posed.
The associated mixed finite element method is introduced and analyzed in Section 3. Next, in
Section 4 we derive a reliable and efficient residual-based a posteriori error estimator. Finally,
some numerical results showing the good performance and robustness of the mixed finite element
methods, confirming the reliability and efficiency of the estimator, and illustrating the behaviour
of the associated adaptive algorithm are reported in Section 5.

We end this section by introducing some notations to be used below. In what follows we
utilize standard simplified terminology for Sobolev spaces and norms. In particular, if O ⊂ Rd,
d ∈ {2, 3}, is a domain, S ⊂ Rd is a Lipschitz curve or surface, and r ∈ R, we define

Hr(O) := [Hr(O)]d and Hr(S) := [Hr(S)]d .

However, when r = 0 we usually write L2(O), and L2(S) instead of H0(O), and H0(S), respec-
tively. The corresponding norms and seminorms are denoted by ‖ · ‖r,O and | · |r,O (for Hr(O)
and Hr(O)) and ‖ · ‖r,S and | · |r,S (for Hr(S) and Hr(S)). In turn, the Hilbert space

H(div;O) :=
{
w ∈ L2(O) : div(w) ∈ L2(O)

}
,

is standard in the realm of mixed problems (see [5]), which for the sake of simplicity will be
denoted by H. Moreover, suggested by the bilinear form A defined later on in (2.5), in this
paper the Hilbert space H will be endowed with the norm

‖w‖2H = ‖w‖20,O +
ν

α
‖div(w)‖20,O .

The corresponding duality pairing with respect to the L2(Γ) inner product is denoted by 〈· , ·〉Γ.
In addition, we will denote by ‖ ·‖1/2,Γ and ‖ ·‖−1/2,Γ the usual norms of H1/2(Γ) and H−1/2(Γ),
respectively. Furthermore, in the sequel, ‖ · ‖∞,Ω will denote either the norm of the Banach
space L∞(O), or the norm of the product space [L∞(O)]d. In the latter, the norm is defined by

‖w‖∞,Ω = max
i=1,...,d

{‖wi‖∞,Ω}.

Finally, we employ 0 to denote a generic null vector (including the null functional and operator),
and use C and c, with or without subscripts, bars, tildes or hats, to denote generic constants
independent of the discretization parameter h and of the data α, ν and β, which may take
different values at different places.

3



2 Analysis of the continuous flux-based formulation

2.1 The continuous variational formulation

Since we are interested in using a flux-based formulation to approximate the solution of problem
(1.1), to derive our variational formulation we first introduce the further unknown σ = ∇u, and
rewrite (1.1) as

σ = ∇u in Ω ,
−ν div(σ) + β · σ + αu = f in Ω ,

u = g on Γ .
(2.1)

Then, as it is usual in the realm of mixed methods, we first test the first equation of (2.1) with

τ ∈ H, integrate by parts the expression

∫
Ω
∇u ·τ , and utilize the Dirichlet boundary condition

u = g on Γ, to arrive at∫
Ω
σ · τ +

∫
Ω
udiv(τ ) = 〈τ · n , g〉Γ ∀ τ ∈ H . (2.2)

However, instead of imposing the second equation of (2.1) weakly, here we proceed similarly to
[24] and replace u in (2.2) by

u :=
1

α

{
f + ν div(σ)− β · σ

}
in Ω , (2.3)

to obtain the identity∫
Ω
σ · τ +

ν

α

∫
Ω

div(σ) div(τ )− 1

α

∫
Ω

(β · σ) div(τ ) = − 1

α

∫
Ω
f div(τ ) + 〈τ · n , g〉Γ, (2.4)

for all τ ∈ H.
In this way, defining the bilinear form A : H × H → R and the functional F : H → R,

respectively, as

A(ζ, τ ) :=

∫
Ω
ζ · τ +

ν

α

∫
Ω

div(ζ) div(τ )− 1

α

∫
Ω

(β · ζ) div(τ ) ∀ ζ, τ ∈ H (2.5)

and

F (τ ) := − 1

α

∫
Ω
f div(τ ) + 〈τ · n , g〉Γ ∀ τ ∈ H, (2.6)

from (2.4) we obtain the variational problem: Find σ ∈ H such that

A(σ, τ ) = F (τ ) , for all τ ∈ H. (2.7)

Remark 2.1 Observe that in (2.3) we are using explicitly the fact that α > 0. To study the case
α = 0, the second equation of (2.1) must be incorporated weakly, and consequently, the resulting
formulation must be studied as a saddle-point problem. For more details we refer the reader to
[15].

Observe also that, although the variable u is no longer an unknown, it can be easily recovered
in terms of σ by using (2.3).
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2.2 Well-posedness of the continuous problem

In this section we study the solvability of problem (2.7) by means of the well-known Generalized
Lax-Milgram Lemma, which for the sake of completeness, is provided next. For its proof we
refer the reader to [22, Theorem 1.2].

Theorem 2.1 Let H be a Hilbert space with induced norm ‖ · ‖H and let B : H ×H → R be a
bounded bilinear form. Assume that:

(i) There exists c > 0, such that

sup
φ∈H\{0}

B(ψ, φ)

‖φ‖H
≥ c ‖ψ‖H ∀ψ ∈ H, (2.8)

(ii)
sup
ψ∈H

B(ψ, φ) > 0 ∀φ ∈ H\{0}. (2.9)

Then, for each F ∈ H ′, there exists a unique ϕ ∈ H, such that

B(ϕ,ψ) = F (ψ), ∀ψ ∈ H,

and

‖ϕ‖H ≤
1

c
‖F‖H′ . (2.10)

In what follow we focus on verifying that the bilinear form A (cf. (2.5)) satisfies the assumptions
of Theorem 2.1. We begin with the inf-sup condition (2.8).

Lemma 2.1 There exists γ > 0, depending only on α, ‖β‖∞,Ω and ν, such that

sup
ζ∈H\{0}

A(τ , ζ)

‖ζ‖H
≥ γ ‖τ‖H ∀ τ ∈ H. (2.11)

(The explicit expression of γ can be found in (2.26).)

Proof. Let τ be an arbitrary element in H. First, from the definition of A (cf. (2.5)), we easily
obtain that

A(τ , τ ) = ‖τ‖20,Ω +
ν

α
‖div(τ )‖20,Ω −

1

α

∫
Ω

(β · τ )div(τ ). (2.12)

For the last term of (2.12) we use Hölder inequality and ab ≤ 1
2

(
a2 + b2

)
, to obtain

1

α

∣∣∣∣∫
Ω

(β · τ )div(τ )

∣∣∣∣ ≤ 1

α
‖β · τ‖0,Ω‖div(τ )‖0,Ω ≤

d‖β‖2∞,Ω
2αν

‖τ‖20,Ω +
ν

2α
‖div(τ )‖20,Ω, (2.13)

which combined with (2.12), implies

A(τ , τ ) ≥ ‖τ‖20,Ω −
d‖β‖2∞,Ω

2αν
‖τ‖20,Ω +

ν

2α
‖div(τ )‖20,Ω . (2.14)
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In turn, using again the definition of A, it readily follows that

A

(
τ ,
d‖β‖2∞,Ω

2αν
τ

)
=
d‖β‖2∞,Ω

2αν
‖τ‖20,Ω +

d‖β‖2∞,Ω
2α2

‖div(τ )‖20,Ω −
d‖β‖2∞,Ω

2α2ν

∫
Ω

(β · τ )div(τ ) .

(2.15)
Now, let z ∈ H1

0 (Ω) be the unique weak solution of the boundary value problem

−ν∆z − (β · ∇z) + αz =
d‖β‖2∞,Ω

2ν
div(τ ) in Ω ,

z = 0 on Γ ,
(2.16)

which owing to the assumption div(β) = 0 is clearly well posed. In addition, it is not difficult
to see that its solution satisfies

ν‖∇z‖20,Ω + α‖z‖20,Ω =
d‖β‖2∞,Ω

2ν

∫
Ω
z div(τ ),

which readily implies the estimates

‖z‖0,Ω ≤
d‖β‖2∞,Ω

2αν
‖div(τ )‖0,Ω and ‖ν∇z‖0,Ω ≤

d‖β‖2∞,Ω
2
√
να
‖div(τ )‖0,Ω. (2.17)

Then, we define

τ̃ :=
ν

α
∇z +

1

α
zβ, (2.18)

and observe from the first equation of (2.16), and the fact that div(β) = 0, that

div(τ̃ ) = z −
d‖β‖2∞,Ω

2αν
div(τ ), (2.19)

to obtain

A(τ , τ̃ ) =

∫
Ω
τ · τ̃ +

ν

α

∫
Ω

div(τ ) div(τ̃ )− 1

α

∫
Ω

(β · τ ) div(τ̃ )

=

∫
Ω
τ ·
(
ν

α
∇z +

1

α
zβ

)
+

1

α

∫
Ω

(ν div(τ )− β · τ )

(
z −

d‖β‖2∞,Ω
2αν

div(τ )

)
,

which together to (2.15), and after integrating by parts and applying simple computations,
implies

A(τ , τ̃ ) = −
d‖β‖2∞,Ω

2α2
‖div(τ )‖20,Ω +

d‖β‖2∞,Ω
2α2ν

∫
Ω

(β · τ )div(τ )

= −A

(
τ ,
d‖β‖2∞,Ω

2αν
τ

)
+
d‖β‖2∞,Ω

2αν
‖τ‖20,Ω.

(2.20)

In this way, setting ξ := τ +
d‖β‖2∞,Ω

2αν τ + τ̃ , from (2.14), (2.20), it follows straightforwardly that

A(τ , ξ) = A(τ , τ ) +A

(
τ ,
d‖β‖2∞,Ω

2αν
τ

)
+A(τ , τ̃ ) ≥ ‖τ‖20,Ω +

ν

2α
‖div(τ )‖20,Ω ≥

1

2
‖τ‖2H. (2.21)
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To continue with the analysis we now need to estimate ‖ξ‖H in terms of ‖τ‖H. To that end, we
first observe that

‖ξ‖H =

∥∥∥∥∥τ +
d‖β‖2∞,Ω

2αν
τ + τ̃

∥∥∥∥∥
H

≤

(
1 +

d‖β‖2∞,Ω
2αν

)
‖τ‖H + ‖τ̃‖H . (2.22)

Now, to estimate ‖τ̃‖H, we apply the first estimate in (2.17) and use the identity (2.19), to
obtain

‖div(τ̃ )‖0,Ω ≤ ‖z‖0,Ω +
d‖β‖2∞,Ω

2αν
‖div(τ )‖0,Ω ≤

d‖β‖2∞,Ω
αν

‖div(τ )‖0,Ω, (2.23)

and from the definition of τ̃ in (2.18) and using again the estimates (2.17), we get

‖τ̃‖0,Ω ≤
1

α
‖ν∇z‖0,Ω +

√
d

α
‖β‖∞,Ω‖z‖0,Ω ≤

d‖β‖2∞,Ω
2α3/2ν1/2

(
1 +

√
d‖β‖∞,Ω
α1/2ν1/2

)
‖div(τ )‖0,Ω, (2.24)

which together with (2.23), yields

‖τ̃‖H ≤
d‖β‖2∞,Ω
2α3/2ν1/2

(
3 +

√
d‖β‖∞,Ω
α1/2ν1/2

)
‖div(τ )‖0,Ω . (2.25)

In this way, defining

C(ν,β, α) := 1 +
d‖β‖2∞,Ω

αν

(
2 +

√
d‖β‖∞,Ω

2α1/2ν1/2

)
,

from (2.23) and (2.25), it readily follows that

‖ξ‖H ≤ C(ν,β, α)‖τ‖H,

which combined with (2.21), implies

sup
ζ∈H
ζ 6=0

A(τ , ζ)

‖ζ‖H
≥ A(τ , ξ)

‖ξ‖H
≥ 1

2C(ν,β, α)
‖τ‖H ∀ τ ∈ H ,

which concludes the proof with

γ :=
1

2C(ν,β, α)
. (2.26)

2

We now turn to prove that A satisfies condition (ii) in Theorem 2.1.

Lemma 2.2 There holds
sup
τ∈H

A(τ , ζ) > 0 ∀ ζ ∈ H\{0}. (2.27)
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Proof. Given ζ ∈ H, ζ 6= 0, by applying inequality ab ≤ 1
2(a2 + b2), we first observe that

A(ζ, ζ) = ‖ζ‖20,Ω +
ν

α
‖div(ζ)‖20,Ω −

1

α

∫
Ω

(β · ζ)div(ζ),

≥ ‖ζ‖20,Ω +
ν

α
‖div(ζ)‖20,Ω −

1

2
‖ζ‖20,Ω −

d

2α2
‖β‖2∞,Ω‖div(ζ)‖20,Ω ,

≥ 1

2
‖ζ‖20,Ω +

ν

α
‖div(ζ)‖20,Ω −

d

2α2
‖β‖2∞,Ω‖div(ζ)‖20,Ω .

(2.28)

On the other hand, let σ̃ = ∇z, with z ∈ H1
0 (Ω) being the unique weak solution of the boundary

value problem

−∆z +
1

ν
(β · ∇z) +

α

ν
z = − d

2να
‖β‖2∞,Ωdiv(ζ) in Ω ,

z = 0 on Γ,

which, similarly as for (2.16), is well posed thanks to the fact that div(β) = 0. Then, noticing
that

div(σ̃) =
1

ν
(β · σ̃) +

α

ν
z +

d

2να
‖β‖2∞,Ωdiv(ζ) in Ω,

from the definition of A (cf. (2.5)), it readily follows that

A(σ̃, ζ) =

∫
Ω
σ̃ · ζ +

ν

α

∫
Ω

div(σ̃) div(ζ)− 1

α

∫
Ω

(β · σ̃) div(ζ)

=

∫
Ω
∇z · ζ +

ν

α

∫
Ω

{
1

ν
(β · σ̃) +

α

ν
z +

d

2να
‖β‖2∞,Ωdiv(ζ)

}
div(ζ)

− 1

α

∫
Ω

(β · σ̃) div(ζ)

=
d

2α2
‖β‖2∞,Ω‖div(ζ)‖20,Ω .

(2.29)

Therefore, taking τ̃ := ζ + σ̃, from (2.28) and (2.29), we obtain

sup
τ∈H

A(τ , ζ) ≥ A(τ̃ , ζ) = A(ζ, ζ) +A(σ̃, ζ) =
1

2
‖ζ‖20,Ω +

ν

α
‖div(ζ)‖20,Ω > 0,

which clearly implies (2.27) and concludes the proof. 2

We conclude our analysis by establishing the continuity of the bilinear form A and the
functional F .

Lemma 2.3 The following estimates hold:

|A(ζ, τ )| ≤ CA‖ζ‖H‖τ‖H ∀ ζ, τ ∈ H, (2.30)

and
|F (τ )| ≤ CF ‖τ‖H ∀ τ ∈ H, (2.31)

with CA =
√

2
{

1 + d
αν ‖β‖

2
∞,Ω

}1/2
and CF =

{
2
αν ‖f‖

2
0,Ω + (1 + 2α

ν )‖g‖21/2,Γ
}1/2

.
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Proof. For (2.30) we simply apply Hölder inequality, whereas estimate (2.31) follows from
Hölder inequality and the continuity of the normal trace (see for instance [22, Theorem 1.7]).
We omit further details. 2

Having verified the hypotheses of Theorem 2.1, we now proceed to establish the well-
posedness of problem (2.7).

Theorem 2.2 Let f ∈ L2(Ω), g ∈ H1/2(Γ), β ∈ [L∞(Ω)]d, α, ν > 0, and assume that div(β) =
0. Then, there exists a unique solution σ ∈ H to (2.7). In addition, the following estimate holds

‖σ‖H ≤
1

γ

{
2

αν
‖f‖20,Ω +

(
1 +

2α

ν

)
‖g‖21/2,Γ

}1/2

, (2.32)

with γ defined in (2.26).

Proof. Thanks to Lemmas 2.1, 2.2 and 2.3, the unique solvability of (2.7) and estimate (2.32)
follow from a straightforward application of Theorem 2.1. 2

We end this section with the converse of the derivation of (2.7). More precisely, the following
theorem establishes that the unique solution of (2.7) together with u given by (2.3) solves the
original convection-diffusion-reaction problem (2.1). This result will be employed later on in
Section 4 to prove the efficiency of the a posteriori error estimator.

Theorem 2.2 Let σ ∈ H be the unique solution of (2.7) and let u ∈ L2(Ω) be defined by (2.3).
Then ∇u = σ in Ω, u ∈ H1(Ω), and u = g on Γ.

Proof. Let σ be the unique element in H satisfying (2.7), or equivalently (2.4). Reordering the
variational equation we easily arrive at∫

Ω
σ · τ +

∫
Ω

1

α

{
f + ν div(σ)− β · σ

}
div(τ ) = 〈τ · n , g〉Γ ∀ τ ∈ H,

which together to the definition of u (cf. (2.3)), implies∫
Ω
σ · τ +

∫
Ω
udiv(τ ) = 〈τ · n , g〉Γ ∀ τ ∈ H.

Then, using the density of [C∞0 (Ω)]d in H, and integrating by parts backwardly, from the latter
we can readily deduce that ∇u = σ in Ω, u ∈ H1(Ω) and u = g on Γ. 2

3 Discrete problem

In this section we introduce the Galerkin scheme associated to problem (2.7), we prove its
solvability, and derive the corresponding a priori error estimate and rate of convergence. We
begin by introducing the finite element scheme.
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3.1 Galerkin scheme

Let {Th}h>0 be a regular family of triangulations of Ω̄ ⊆ Rd by triangles T (in R2) or tetrahedrons
T (in R3) of diameter hT such that Ω̄ = ∪{T : T ∈ Th}, and define h := max{hT : T ∈ Th}.
In addition, given an integer l ≥ 0 and a subset S of Rd, we denote by Pl(S) the space of
polynomials defined in S of total degree at most l, and let Pl(S) := [Pl(S)]d. Then, for each
integer k ≥ 0 and for each T ∈ Th, we define the local Raviart-Thomas space of order k on T
as (see, e.g. [5])

RTk(T ) = Pk(T ) + Pk(T ) x ,

where, x := (x1, . . . , xd)
t is a generic vector of Rd. In this way, defining the following finite

element subspace for the unknown σ ∈ H:

Hh := {τ h ∈ H : τ h|T ∈ RTk(T ) ∀T ∈ Th} ,

the Galerkin scheme associated with (2.7) reads: Find σh ∈ Hh, such that

A(σh, τ h) = F (τ h) ∀ τ h ∈ Hh, (3.1)

where A and F are defined in (2.5) and (2.6), respectively.

We conclude the description of our Galerkin scheme by recalling the approximation properties
of the finite dimensional subspace Hh. To that end, we need to introduce the Raviart-Thomas
interpolation operator (see [5], [35]), Πk

h : H1(Ω)→ Hh, which, given τ ∈ H1(Ω), and denoting
by n the outward unit normal on each face/edge of the triangulation, is characterized by the
following identities:

∫
e
pΠk

h(τ ) · n =

∫
e
p τ · n ∀ face/edge e ∈ Th , ∀ p ∈ Pk(e) , when k ≥ 0 , (3.2)

and ∫
T

Πk
h(τ ) · p =

∫
T
τ · p ∀T ∈ Th , ∀p ∈ Pk−1(T ) , when k ≥ 1 . (3.3)

It is easy to show, using (3.2) and (3.3) that (cf. [34, Section 3.4.2, eq (3.4.23)])

div(Πk
h(τ )) = Pkh(div(τ )), (3.4)

where Pkh : L2(Ω)→ Y k
h is the L2(Ω)–orthogonal projector on Y k

h , with

Y k
h := {vh ∈ L2(Ω) : vh|T ∈ Pk(T ), ∀T ∈ Th}, (3.5)

which satisfies the approximation property:

‖v − Pkh(v)‖0,T ≤ C hmT |v|m,T ∀T ∈ Th, (3.6)

for each v ∈ Hm(Ω), with 0 ≤ m ≤ k + 1 (see, e.g [10]).

Let us now summarize the approximation properties of Πk
h. We begin with the local estimates:

For each τ ∈ Hm(Ω), such that div(τ ) ∈ Hm(Ω), with 1 ≤ m ≤ k + 1, there holds (see, e.g.
[5], [22])

‖τ −Πk
h(τ )‖0,T ≤ C hmT |τ |m,T ∀T ∈ Th, (3.7)
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and
‖div(τ −Πk

h(τ ))‖0,T ≤ C hmT |div(τ )|m,T ∀T ∈ Th . (3.8)

In addition, given s ∈ (0, 1), it can be proved that Πk
h can also be defined in the larger space

Hs(Ω) ∩ H(div; Ω), and that the following estimate holds: Given k ≥ 0, there holds (see [1,
Theorem 3.4]):

‖τ −Πk
h(τ )‖0,Ω ≤ c(Ω)hs‖τ‖s,Ω ∀ τ ∈ Hs(Ω) ∩H(div; Ω) . (3.9)

In particular, for k = 0 we have the more precise local estimate (see [22, Lemma 3.19]):

‖τ −Π0
h(τ )‖0,T ≤ C hsT

{
‖τ‖s,T + ‖div(τ )‖0,T

}
∀T ∈ Th, ∀ τ ∈ Hs(Ω)∩H(div; Ω). (3.10)

As a consequence of the estimates above, we find that Hh satisfies the following approximation
property (see also [32]): For each m ∈ (0, k + 1] and for each τ ∈ Hm(Ω) ∩H with div(τ ) ∈
Hm(Ω), there exists τ h ∈ Hh such that

‖τ − τ h‖H ≤ Capp hm
{
‖τ‖m,Ω +

√
ν

α
‖div(τ )‖m,Ω

}
. (3.11)

3.2 Well-posedness of the discrete problem

In the sequel, we proceed similarly as in Section 2.2 and prove the solvability of (3.1) by means
of Theorem 2.1. However, since problem (3.1) is posed in a finite dimensional subspace, and
since the problem is linear, it is well-known that (i) and (ii) in Theorem 2.1 are equivalent, and
consequently, it suffices to prove just one of the two conditions. In particular, in what follows
we concentrate in proving condition (ii). This result is established next.

Lemma 3.1 There exists h0 > 0 such that for each h ≤ h0, there holds

sup
σh∈Hh

A(σh, τ h) > 0 ∀ τ h ∈ Hh\{0}. (3.12)

(The explicit expression of h0 can be found in (3.21).)

Proof. Let τ h ∈ Hh, such that τ h 6= 0. We first observe that

A(τ h, τ h) ≥ 1

2
‖τ h‖2H −

d‖β‖2∞,Ω
2α2

‖div(τ h)‖20,Ω. (3.13)

In turn, let z ∈ H1
0 (Ω) be the unique weak solution of the boundary value problem

−∆z +
1

ν
(β · ∇z) +

α

ν
z = −

d‖β‖2∞,Ω
2αν

div(τ h) in Ω ,

z = 0 on Γ.
(3.14)

Similarly as for Lemma 2.1 we can deduce that z satisfies the estimates:

‖z‖0,Ω ≤
d‖β‖2∞,Ω

2α2
‖div(τ h)‖0,Ω and |z|1,Ω ≤

d‖β‖2∞,Ω
2α3/2ν1/2

‖div(τ h)‖0,Ω, (3.15)
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which combined with the first equation of (3.14), imply

‖∆z‖0,Ω ≤
d‖β‖2∞,Ω
2α1/2ν3/2

(√
d

αν
‖β‖∞,Ω + 2

)
‖τ h‖H. (3.16)

Moreover, since z ∈ H1
0 (Ω) and ∆z ∈ L2(Ω), a well known regularity result on polygonal

domains (see [28, 29, 30]) implies that there exists δ ∈ (0, 1], such that z ∈ H1+δ(Ω), and
‖z‖1+δ,Ω ≤ ĉ‖∆z‖0,Ω, with ĉ independent of h, ν, β and α. It is clear then that ∇z ∈ Hδ(Ω),
which implies that Πk

h(∇z) is well defined (see Section 3.1). Then, we define

σ̃ := ∇z ∈ [Hδ(Ω)]d and σ̃h := Πk
h(σ̃) ∈ Hh, (3.17)

and observe from (3.16), (3.4) and from the first equation of (3.14), respectively, that

‖σ̃‖δ,Ω ≤ ‖z‖1+δ,Ω ≤ ĉ
d‖β‖2∞,Ω
2α1/2ν3/2

(√
d

αν
‖β‖∞,Ω + 2

)
‖τ h‖H, (3.18)

∫
Ω

div(σ̃h) div(τ h) =

∫
Ω

div(σ̃) div(τ h) and div(σ̃) =
1

ν
(β · σ̃) +

α

ν
z +

d‖β‖2∞,Ω
2αν

div(τ h).

From the above, it follows that

A(σ̃h, τ h) =

∫
Ω
σ̃h · τ h +

ν

α

∫
Ω

div(σ̃h) div(τ h)− 1

α

∫
Ω

(β · σ̃h) div(τ h)

=

∫
Ω
σ̃h · τ h +

1

α

∫
Ω

(β · (σ̃ − σ̃h)) div(τ h) +

∫
Ω
z div(τ h)

+
d‖β‖2∞,Ω

2α2
‖div(τ h)‖20,Ω.

Furthermore, we integrate by parts the term

∫
Ω
z div(τ h), and apply Hölder inequality to derive

from the latter that

A(σ̃h, τ h) =

∫
Ω

(σ̃h − σ̃) · τ h +
1

α

∫
Ω

(β · (σ̃ − σ̃h)) div(τ h) +
d‖β‖2∞,Ω

2α2
‖div(τ h)‖20,Ω

≥ −

(
‖τ h‖0,Ω +

√
d

α
‖β‖∞,Ω‖div(τ h)‖0,Ω

)
‖σ̃ − σ̃h‖0,Ω +

d‖β‖2∞,Ω
2α2

‖div(τ h)‖20,Ω

≥ −

(
1 +

d‖β‖2∞,Ω
αν

)1/2

‖σ̃ − σ̃h‖0,Ω‖τ h‖H +
d‖β‖2∞,Ω

2α2
‖div(τ h)‖20,Ω .

(3.19)
In this way, we combine the estimates (3.13) and (3.19), apply the estimate (3.9) to the term
‖σ̃ − σ̃h‖0,Ω, and utilize the bound (3.18), to get

A(τ h + σ̃h, τ h) ≥

{
1

2
‖τ h‖H −

(
1 +

d‖β‖∞,Ω
αν

)1/2

‖σ̃ − σ̃h‖0,Ω

}
‖τ h‖H

≥
{

1

2
− Khδ

}
‖τ h‖2H

(3.20)
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with

K = ĉ c(Ω)
d‖β‖2∞,Ω
2α1/2ν3/2

(√
d

αν
‖β‖∞,Ω + 2

)(
1 +

d‖β‖2∞,Ω
αν

)1/2

Therefore, defining

h0 :=

{
1

4K

}1/δ

, (3.21)

and assuming that h ≤ h0, from (3.20) we deduce that

A(τ h + σ̃h, τ h) ≥ 1

4
‖τ h‖2H, (3.22)

which yields
sup

σh∈Hh

A(σh, τ h) ≥ A(τ h + σ̃h, τ h) > 0,

and finishes the proof. 2

Let us observe that, thanks to the estimates (3.9), (3.18) and (3.16), σ̃h ∈ Hh defined in
(3.17) satisfies

‖σ̃h‖0,Ω ≤ ‖σ̃h − σ̃‖0,Ω + ‖σ̃‖0,Ω ≤ c(Ω)hδ‖σ̃‖δ,Ω + ‖σ̃‖0,Ω ≤ c̄‖σ̃‖δ,Ω

≤ c̄ ĉ
d‖β‖2∞,Ω
2α1/2ν3/2

(√
d

αν
‖β‖∞,Ω + 2

)
‖τ h‖H

and √
ν

α
‖div(σ̃h)‖0,Ω =

√
ν

α
‖Pkh(div(σ̃))‖0,Ω ≤

√
ν

α
‖div(σ̃)‖0,Ω

≤
d‖β‖2∞,Ω

2αν

(√
d

αν
‖β‖∞,Ω + 2

)
‖τ h‖H,

from which
‖τ h + σ̃h‖H ≤ Ĉ(ν,β, α)‖τ h‖H, (3.23)

with

Ĉ(ν,β, α) := 1 +
d‖β‖2∞,Ω
2αν3/2

(√
d

αν
‖β‖∞,Ω + 2

)(
c̄ ĉ α1/2 + ν1/2

)
.

Hence, assuming that h ≤ h0, with h0 the positive constant defined in (3.21), from (3.22) and
(3.23), it readily follows that

sup
σh∈Hh\{0}

A(σh, τ h)

‖σh‖H
≥ A(τ h + σ̃h, τ h)

‖τ h + σ̃h‖H
≥ γ̂‖τ h‖H, (3.24)

with

γ̂ :=
1

4Ĉ(ν,β, α)
. (3.25)

From this estimate and the fact that Hh is a finite dimensional space we can easily deduce that
A satisfies condition (i). This result is established now.
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Lemma 3.2 Let h0 > 0 defined as in (3.21) and assume that h ≤ h0. Then, there holds

sup
τh∈Hh\{0}

A(ζh, τ h)

‖τ h‖H
≥ γ̂‖ζh‖H ∀ τ h ∈ Hh, (3.26)

with γ̂ > 0 defined in (3.25).

Proof. Since conditions (i) and (ii) are equivalent and since (3.24) holds, the results is a direct
consequence of [22, Lemma 1.2]. 2

We are now in position of establishing the main result of this section.

Theorem 3.1 Let f ∈ L2(Ω), g ∈ H1/2(Γ), β ∈ [L∞(Ω)]d, α, ν > 0, and assume that div(β) =
0. In addition, let h0 > 0 be the positive constant defined in (3.21). Then, for each h ≤ h0,
there exists a unique σh ∈ Hh solution to (3.1), which satisfies the estimates

‖σh‖H ≤
1

γ̂

{
2

αν
‖f‖20,Ω +

(
1 +

2α

ν

)
‖g‖21/2,Γ

}1/2

(3.27)

and

‖σ − σh‖H ≤
(

1 +
CA
γ̂

)
inf

τh∈Hh

‖σ − τ h‖H (3.28)

where σ ∈ H is the unique solution of (2.7) and γ̂ and CA are the positive constants defined in
(3.25) and (2.30), respectively.

Proof. The existence and uniqueness of solution follow straightforwardly from Theorem 2.1
and Lemma 3.1 (or equivalently Lemma 3.2). In turn, estimate (3.27) is a direct consequence of
Lemma 3.2 whereas the Céa estimate (3.28) follows from Lemmas 2.3 and 3.2 and the triangle
inequality. 2

Remark 3.1 It is important to notice from the definition of h0 in (3.21) that for fixed α and
β, there holds

lim
ν→0

h0 = 0,

that explains theoretically the lack of accuracy of our approach for small values of ν, which can
be visualized in the numerical experiments provided next in Section 5 (Example 3). However,
this drawback can be substantially improved with the a posteriori error estimator proposed in
Section 4, which is corroborated numerically in Section 5.

The following theorem provides the theoretical rate of convergence of the Galerkin scheme
(3.1), under suitable regularity assumptions on the exact solution.

Theorem 3.2 Let σ ∈ H and σh ∈ Hh be the unique solutions of the continuous and discrete
formulations (2.7) and (3.1), respectively. Assume that σ ∈ Hm(Ω) and div(σ) ∈ Hm(Ω) for
some m ∈ (0, k + 1]. Then, there holds

‖σ − σh‖H ≤ Capp

(
1 +

CA
γ̂

)
hm
{
‖σ‖m,Ω +

√
ν

α
‖div(σ)‖m,Ω

}
, (3.29)

where γ̂ and CA are the positive constants defined in (3.25) and (2.30), respectively.
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Proof. This result is a straightforward consequence of the Céa estimate (3.28) and the approx-
imation property (3.11). 2

We end this section by introducing a suitable approximation for u ∈ L2(Ω) (cf. (2.3)). To
that end let us assume, for the sake of simplicity, that f |K ∈ C(T̄ ) and β|T ∈ [C(T̄ )]d,for all
T ∈ Th. Then, if σh ∈ Hh is the solution of (3.1), resembling (2.3) we propose the following
piecewise approximation for u:

uh :=
1

α

{
f + ν div(σh)− β · σh

}
in Ω . (3.30)

Observe that this piecewise function is not necessarily polynomial on each T ∈ Th.
The following result establishes the rate of convergence for this post-processed approxima-

tion.

Corollary 3.3 Let σ ∈ H and σh ∈ Hh be the unique solutions of the continuous and discrete
problems (2.7) and (3.1), respectively, and let u, uh ∈ L2(Ω) be the functions defined in (2.3) and
(3.30), respectively. Assume that σ ∈ Hm(Ω) and div(σ) ∈ Hm(Ω) for some m ∈ (0, k + 1].
Then, there holds

‖u− uh‖0,Ω ≤ Capp

(
ν

α
+

d

α2
‖β‖2∞,Ω

)1/2(
1 +

CA
γ̂

)
hm
{
‖σ‖m,Ω +

√
ν

α
‖div(σ)‖m,Ω

}
,

(3.31)
where γ̂ and CA are the positive constants defined in (3.25) and (2.30), respectively.

Proof. This result follows straightforwardly from Theorem 3.2 and the the fact that

‖u− uh‖0,Ω ≤
(
ν

α
+

d

α2
‖β‖2∞,Ω

)1/2

‖σ − σh‖H. (3.32)

2

4 A residual-based a posteriori error estimator

In this section we derive a reliable and efficient residual-based a posteriori error estimate for our
Galerkin method (3.1). For the sake of simplicity we restrict ourselves to the two-dimensional
case since minor modifications allow to extend our approach to R3. We begin with some notations
and definitions to be utilized below.

For each T ∈ Th we let E(T ) be the set of edges of T and we denote by Eh the set of all edges
of Th, subdivided as follows:

Eh = Eh(Ω) ∪ Eh(Γ) ,

where Eh(Ω) := { e ∈ Eh : e ⊆ Ω } and Eh(Γ) := { e ∈ Eh : e ⊆ Γ }. In what follows, he stands
for the length of a given edge e ∈ Eh. Now, let v ∈ L2(Ω) such that v|T ∈ C(T ) for each T ∈ Th.
Then, given e ∈ Eh(Ω), we denote by [[ v ]] the jump of v across e, that is [[ v ]] := (v|T ′)|e−(v|T ′′)|e,
where T ′ and T ′′ are the triangles of Th having e as an edge. Also, we fix a unit normal vector
ne := (n1, n2)t to the edge e (its particular orientation is not relevant) and let te := (−n2, n1)t be
the corresponding fixed unit tangential vector along e. Then, given e ∈ Eh(Ω) and τ ∈ [L2(Ω)]2

such that τ |T ∈ [C(T )]2 for each T ∈ Th, we let [[ τ · te ]] := {(τ |T ′)|e − (τ |T ′′)|e} · te, where T ′
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and T ′′ are the triangles of Th having e as an edge. From now on, when no confusion arises, we
will simply write t and n instead of te and ne, respectively. Finally, for a sufficiently smooth
vector field τ := (τ1, τ2)t, we let

rot τ :=
∂τ2

∂x1
− ∂τ1

∂x2
.

Now, let σ ∈ H and σh ∈ Hh be the unique solutions of (2.7) and (3.1), respectively. Then, we
define the global a posteriori error estimator:

Θ :=

∑
T∈Th

Θ2
T


1/2

, (4.1)

where for each T ∈ Th:

Θ2
T := h2

T ‖∇uh − σh‖20,T + h2
T ‖rot (σh)‖20,T +

∑
e∈E(T )∩Eh(Ω)

{
he ‖[[uh ]]‖20,e + he‖[[σh · t ]]‖20,e

}
+

∑
e∈E(T )∩Eh(Γ)

he ‖g − uh‖20,e +
∑

e∈E(T )∩Eh(Γ)

he

∥∥∥∥σh · t− dg

dt

∥∥∥∥2

0,e

,

where uh ∈ L2(Ω) is the approximation of u defined in (3.30). Note that the above requires that
dg
dt ∈ L

2(e) for each e ∈ Eh(Γ). This is fixed below by assuming that g ∈ H1(Γ).

In what follows we prove that Θ is reliable and efficient. We start with the reliability of the
estimator.

4.1 Reliability

The main result of this section is stated as follows.

Theorem 4.1 Let σ ∈ H and σh ∈ Hh be the respective unique solutions of (2.7) and (3.1)
and assume that g ∈ H1(Γ). Then there exists Crel > 0, independent of h, ν, β and α, such
that

‖σ − σh‖H ≤ Crel

γ
Θ and ‖u− uh‖0,Ω ≤

1

γ

(
ν2

α2
+ ‖β‖2∞,Ω

)
CrelΘ, (4.2)

with γ > 0 defined in (2.26).

Proof. To derive (4.2) we start by observing that, owing to the definition of A, F and uh (cf.
(2.5), (2.6) and (3.30), respectively), the following identity holds

A(σ − σh, τ ) = − 1

α

∫
Ω

(f + ν div(σh)− (β · σh)) div(τ ) + 〈τ · n, g〉Γ −
∫

Ω
σh · τ

= −
∫

Ω
uh div(τ ) + 〈τ · n, g〉Γ −

∫
Ω
σh · τ .

(4.3)

Then, defining the residual operator R : H→ R, by

R(τ ) = −
∫

Ω
σh · τ −

∫
Ω
uh div(τ ) + 〈τ · n, g〉Γ , (4.4)
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from (4.3) and the inf-sup condition (2.11) with τ = σ−σh ∈ H, we easily obtain the estimate

‖σ − σh‖H ≤ 1

γ
sup

τ∈H(div;Ω)

τ 6=0

R(τ )

‖τ‖H
. (4.5)

In this way, noticing that R has the same structure of the functional R1 defined in [26, Section
3.1], we proceed analogously to [26, Lemma 3.8], that is, we apply the stable Helmhotlz decom-
position provided by [26, Lemma 3.3] and apply integration by parts and the approximation
properties of the Raviart-Thomas and Clément interpolator operators (see [11] for more details
on the Clément operator), to deduce that

sup
τ∈H(div;Ω)

τ 6=0

R(τ )

‖τ‖H
≤ CrelΘ,

with Crel > 0 independent of h, ν, β and α, which implies the first estimate of (4.2). We end
the proof by observing that the second estimate in (4.2) is a direct consequence of (3.32) and
the above. 2

4.2 Efficiency

In this section we apply suitable well-known results available in the literature, and make fre-
quent use of the identities provided by Theorem 2.2, to derive the efficiency of the estimator Θ
established in the following theorem.

Theorem 4.2 There exists Ceff > 0, independent of h, ν, β and α, such that

CeffΘ ≤ ‖σ − σh‖H + ‖u− uh‖0,Ω + h.o.t., (4.6)

where h.o.t. stands for high order terms.

In what follows, we bound each term defining the local indicator ΘT to derive (4.6). To
that end, since uh is not necessarily a piecewise polynomial function, from now on we assume
that f and β belong at least to Hk+4(T ) and [Hk+4(T )]2, respectively. By doing that we can
proceed similarly as in [9, Section 6.2] and apply the approximation properties of the orthogonal
projection Pkh , inverse inequalities, and the localization technique introduced in [37] based on
triangle-bubble and edge-bubble functions, as well as known results mainly from [7], [8] and
[21], to obtain the desired estimate. To do that, let us first introduce further notations and
preliminary results.

Given T ∈ Th, we let ψT be the usual triangle-bubble function which satisfy: ψT ∈ P3(T ),
supp(ψT )⊆ T , ψT = 0 on ∂T , and 0 ≤ ψT ≤ 1 in T . In addition, the following result holds.

Lemma 4.1 Given k ∈ N ∪ {0}, there exists a positive constant c1, depending only on k and
the shape regularity of the triangulations (minimum angle condition), such that for each triangle
T there holds

‖ψT q‖20,T ≤ ‖q‖20,T ≤ c1‖ψ1/2
T q‖20,T ∀ q ∈ Pk(T ). (4.7)

Proof. See [36, Lemma 4.1]. 2

The following inverse estimate will be also needed.
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Lemma 4.2 Let k, l, m ∈ N∪{0} such that l ≤ m. Then, there exists c > 0, depending only on
k, l, m and the shape regularity of the triangulations, such that for each triangle T there holds

|q|m,T ≤ chl−mT |q|l,T , ∀ q ∈ Pk(T ). (4.8)

Proof. See [10, Theorem 3.2.6]. 2

In turn, we will need the following inequality (see, for instance, [12])

‖v‖20,e ≤ C(h−1
e ‖v‖20,T + he|v|21,T ) ∀ v ∈ H1(T ), (4.9)

where T is a generic triangle having e as an edge, and C is a positive constant depending only
on the minimum angle of T .

Now, we estimate each one of the terms defining ΘT .

Lemma 4.3 There exists C > 0, independent of h, ν, β and α, such that

hT ‖∇uh − σh‖0,T ≤ C (‖u− uh‖0,T + hT ‖σ − σh‖0,T + h.o.t.) (4.10)

for all T ∈ Th.

Proof. First observe that, according to the further assumptions on f and β, we have that
∇uh ∈ [Hk+3(K)]2. In turn, applying the triangle inequality, we easily get

‖∇uh − σh‖0,T ≤ ‖∇uh − Pk+2
h (∇uh)‖0,T + ‖Pk+2

h (∇uh)− σh‖0,T . (4.11)

Then, proceeding analogously to [9, Lemma 6.11], that is, using (4.7) and adding and subtracting
suitable terms, we obtain

‖Pk+2
h (∇uh)− σh‖20,T ≤ c1‖ψ1/2

T (Pk+2
h (∇uh)− σh)‖20,T

= c1

∫
T
ψT (Pk+2

h (∇uh)− σh)
(

(Pk+2
h (∇uh)−∇uh) + (σ − σh)

)
+c1

∫
T
ψT (Pk+2

h (∇uh)− σh) (∇uh −∇u) ,

(4.12)
and integrating by parts the last term in (4.12), we find that∫

T
ψT (Pk+2

h (∇uh)− σh)(∇uh −∇u) = −
∫
T

div
(
ψT (Pk+2

h (∇uh)− σh)
)

(uh − u). (4.13)

Then, from (4.12), (4.13), the triangle and Cauchy-Schwarz inequalities, and estimates (4.7) and
(4.8), we easily find

‖Pk+2
h (∇uh)− σh‖0,T ≤ c

(
‖σ − σh‖0,T + ‖Pk+2

h (∇uh)−∇uh‖0,T + h−1
T ‖u− uh‖0,T

)
which together to (3.6) and (4.11), imply

hT ‖∇uh − σh‖0,T ≤ C
(
‖u− uh‖0,T + hT ‖σ − σh‖0,T + hk+4

T |∇uh|k+3,T

)
which concludes the proof. 2
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Lemma 4.4 There exists C > 0, independent of h, ν, β and α, such that

h1/2
e ‖[[uh ]]‖0,e ≤ C

∑
T⊆ωe

‖u− uh‖0,T + he
∑
T⊆ωe

‖σ − σh‖0,T + h.o.t.

 , ∀ e ∈ Eh(Ω). (4.14)

Proof. Let e ∈ Eh(Ω). First we use the fact that u ∈ H1(Ω) and utilize estimate (4.9), to obtain

‖[[uh ]]‖0,e = ‖[[uh − u ]]‖0,e ≤ C

h−1/2
e

∑
T⊆ωe

‖u− uh‖0,T + h1/2
e

∑
T⊆ωe

|u− uh|1,T

 . (4.15)

On the other hand, using the identity σ = ∇u in Ω and the triangle inequality, we easily get

|u− uh|1,T ≤ ‖σ − σh‖0,T + ‖σh −∇uh‖0,T . (4.16)

Then, from (4.15), (4.16) and (4.10) and the fact that he ≤ hT , we find

h1/2
e ‖[[uh ]]‖0,e ≤ C

∑
T⊆ωe

‖u− uh‖0,T + he
∑
T⊆ωe

‖σ − σh‖0,T + hk+4
e

∑
T⊆ωe

|∇uh|k+3,T


which concludes the proof. 2

Lemma 4.5 There exist positive constants Ci , i ∈ {1, 2, 3}, independent of h, ν, β and α, such
that

a) hT ‖rot (σh)‖0,T ≤ C1 ‖σ − σh‖0,T ∀T ∈ Th,

b) h1/2
e ‖[[σh · t ]]‖0,e ≤ C2 ‖σ − σh‖0,ωe ∀ e ∈ Eh(Ω),

c) h1/2
e ‖g − uh‖0,e ≤ C3 (‖u− uh‖0,Te + hTe‖σ − σh‖0,Te + h.o.t.), ∀ e ∈ Eh(Γ), where Te

is the triangle having e as an edge.

Proof. For a) we refer to [38, Lemma 6.1] or apply the technical result given by [4, Lemma 4.3] .
Similarly, for b) we refer to [38, Lemma 6.2]. Alternatively, b) follows from a slight modification
of the proof of [4, Lemma 4.4] (see also [27, Lemma 4.10]). Finally, the proof of c) follows from
slight modifications of the proof of [27, Lemma 4.14] and Lemma 4.3. 2

We end the efficiency analysis with the following result. Here, for simplicity we assume that
g is piecewise polynomial. If g were not piecewise polynomial, but sufficiently smooth, then
similarly as in lemmas 4.3 and 4.4, higher order terms would appear in (4.17).

Lemma 4.6 Assume that g is piecewise polynomial. Then there exists C > 0, independent of
h, ν, β and α, such that

he

∥∥∥∥σh · t− ∂g

∂t

∥∥∥∥2

0,e

≤ C‖σ − σh‖20,Te , (4.17)

where Te is the triangle of Th having e as an edge.

Proof. For the proof we refer to [27, Lemma 4.15]. 2

We end this section by observing that the efficiency estimate (4.6) follows from Lemmas 4.3,
4.4, 4.5 and 4.6.
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4.3 Three dimensional case

In what follows we briefly discuss about the a posteriori error estimator in the three dimensional
case. We start by introducing some notations.

Given τ a sufficiently smooth vector field, we let

curl τ := ∇× τ .

On the other hand, given T ∈ Th, we let E(T ) be the set of its faces, and let Eh be the set
of all the faces of the triangulation Th. Then, we write Eh = Eh(Ω) ∪ Eh(Γ), where Eh(Ω) :=
{e ∈ Eh : e ⊂ Ω} and Eh(Γ) := {e ∈ Eh : e ⊂ Γ}. The faces of the tetrahedrons of Th are
denoted by e and their corresponding diameters by he. Also for each face e ∈ Eh we fix a unit
normal ne to e. In addition, if τ is a sufficiently smooth vector field, and e ∈ Eh(Ω), we let
[[ τ ×ne ]] := (τ |T ′ − τ |T ′′) |e×ne, where T ′ and T ′′ are the elements of Th having e as a common
face. As in the previous section, from now on, when no confusion arises, we simple write n
instead of ne.

Now, let σ ∈ H and σh ∈ Hh be the respective unique solutions of (2.7) and (3.1) and let
u, uh ∈ L2(Ω) be the functions defined in (2.3) and (3.30), respectively. Then we define the
global a posteriori error estimator

Θ̂ :=

∑
T∈Th

Θ̂2
T


1/2

,

where for each T ∈ Th:

Θ̂2
T := h2

T ‖∇uh − σh)‖20,T + h2
T ‖curl(σh)‖20,T

+
∑

e∈E(T )∩Eh(Ω)

{
he ‖[[uh ]]‖20,e + he ‖[[σh × n ]]‖20,e

}
+

∑
e∈E(T )∩Eh(Γ)

he ‖g − uh‖20,e +
∑

e∈E(T )∩Eh(Γ)

he ‖∇g × n− σh × n‖20,e .

The reliability of this estimator can be proved essentially by using the same arguments employed
for the 2D case. In particular, analogously to the 2D case, here it is needed a stable Helmholtz
decomposition for H(div; Ω). This result is established in the following lemma. For its proof we
refer the reader to [23, Theorem 3.1].

Lemma 4.7 For each τ ∈ H(div; Ω) there exist z ∈ H2(Ω) and χ ∈ [H1(Ω)]3, such that there
hold τ = ∇z + curlχ in Ω, and

‖z‖2,Ω + ‖χ‖1,Ω ≤ C‖τ‖H ,

where C is a positive constant independent of τ .

Finally, to prove the efficiency of the 3D estimator it suffices to control the new terms since
the analysis of the rest of the terms is straightforward. The following lemma provides these
desired estimates.
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Lemma 4.8 There exist positive constants Ci , i ∈ {1, 2, 3}, independent of h, ν, β and α, such
that

a) hT ‖curl(σh)‖0,T ≤ C1 ‖σ − σh‖0,T ∀T ∈ Th,

b) h1/2
e ‖[[σh × n ]]‖0,e ≤ C2 ‖σ − σh‖0,ωe ∀ e ∈ Eh(Ω),

c) Assume that g is piecewise polynomial. Then there exists C3 > 0, independent of h, such
that he ‖∇g × n− σh × n‖20,e ≤ C3‖σ − σh‖20,Te , where Te is the triangle of Th having e
as an edge.

Proof. For a) we refer to [25, Lemma 4.9]. Similarly, for b) we refer to [25, Lemma 4.10].
Finally, the proof of c) follows from a slight modification of the proof of [25, Lemma 4.13]. 2

5 Numerical results

In this section we present three numerical examples, illustrating the performance of the mixed
finite element scheme (3.1), confirming the reliability and efficiency of the a posteriori error esti-
mator Θ derived in Section 4, and showing the behaviour of the associated adaptive algorithm.
Our implementation is based on a FreeFem++ code (see [31]), in conjunction with the direct
linear solver UMFPACK (see [14]).

In what follows, N stands for the total number of degrees of freedom defining Hh. Denoting
by σ ∈ H and σh ∈ Hh, the respective solutions of (2.7) and (3.1), and by u and uh the post-
processed functions defined in (2.3) and (3.30), respectively, the individual errors are defined
by

e(σ) := ‖σ − σh‖H, e(u) := ‖u− uh‖0,Ω,

and
e(σ, u) :=

{
(e(σ))2 + (e(u))2

}1/2
.

The effectivity index with respect to Θ is given by

eff(Θ) := e(σ, u)/Θ.

Furthermore, we define the experimental rates of convergence

r(σ) :=
log(e(σ)/e′(σ))

log(h/h′)
, r(u) :=

log(e(u)/e′(u))

log(h/h′)
and r(σ, u) :=

log(e(σ, u)/e′(σ, u))

log(h/h′)
,

where h and h′ are two consecutive meshsizes with errors e and e′. However, when the adaptive
algorithm is applied (see details below), the expression log(h/h′) appearing in the computation
of the above rates is replaced by −1

2 log(N/N ′), where N and N ′ denote the corresponding
degrees of freedom of each triangulation.

The examples to be considered in this section are described next. Example 1 is used to
illustrate the performance of the three dimensional mixed finite element scheme under a quasi-
uniform refinement, whereas Examples 2 and 3 are utilized to illustrate the behaviour of the
adaptive algorithm associated to the a posteriori error estimator Θ defined in (4.1). For the last
two examples we apply the following adaptive procedure from [37]:

21



1) Start with a coarse mesh Th.

2) Solve the discrete problem (3.1) for the current mesh Th.

3) Compute ΘT := Θ for each triangle T ∈ Th.

4) Check the stopping criterion and decide whether to finish or go to next step.

5) Use blue-green refinement on those T ′ ∈ Th whose indicator ΘT ′ satisfies

ΘT ′ ≥
1

2
max
T∈Th

{ΘT : T ∈ Th } .

6) Define resulting meshes as current meshes Th, and go to step 2.

In Example 1 we choose the domain Ω := (0, 1)3, the vector field β = (x1, x2,−2x3)t, the
parameters α = ν = 1, and take f and g so that the exact solution is given by the smooth
function

u(x1, x2, x3) = ex3+x1x2 + x1x2x3.

In Table 5.1 below we summarize the convergence history obtained for this example, considering
a sequence of quasi-uniform triangulations and a RT0 approximation. We observe there that
the rate of convergence O(h) predicted by Theorem 3.2 and Corollary 3.3 is attained in all the
cases. Computed solutions are shown in Figure 1

Our second test focuses on the case where, under uniform mesh refinement, the convergence
rates are affected by the loss of regularity of the exact solutions. The problem setting is as
follows: we consider ν = 1, β = (1, 1)t, α = 1, the domain is taken as the non-convex pacman–
shaped domain Ω = {(x1, x2) ∈ R2 : x2

1 +x2
2 < 1}\[0, 1]× [−1, 0], and the exact solution to (1.1)

is given by
u(r, θ) = r2/3 sin(2θ/3),

where (r, θ) are the polar coordinates. A simple calculation shows that div(σ) = ∆u = 0.
In addition, because of the power of r, the partial derivatives of this solution are singular
at the origin, and hence Theorem 3.2 and Corollary 3.3 only yield a rate of convergence of
O(h2/3). In Table 5.2 we present the convergence history of the method (in its lowest-order
configuration), considering firstly a quasi-uniform refinement (table at the top) and secondly
an adaptive refinement (table at the bottom). In the first table we clearly observe that the
O(h2/3) predicted by the theory (Theorem 3.2 and Corollary 3.3) is attained in the three cases.
In turn, in the second table we observe that the experimental rates of convergence obtained
with the adaptive algorithm recover the order h, thus improving the rate around 2/3 obtained
with the quasi-uniform refinement. In addition, in both tables we observe that the effectivity
index remains bounded. The behaviour of the convergence history described in Table 5.2 is
illustrated next in Figure 3. Finally, in Figure 2 we display intermediate meshes obtained with
the refinement procedure described above. As noticed there, the adaptive algorithm is able to
recognize a neighborhood of the singular point (0, 0).

In our last example we assess, on the one hand, the performance of our Galerkin scheme for
critical values of ν, and on the other hand, the capability of our adaptive algorithm to capturing
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N h e(σ) r(σ) e(u) r(u) e(σ, u) r(σ, u)

120 0.7071 1.7448 – 1.3280 – 2.1927 –
864 0.3536 0.9059 0.9457 0.6893 0.9460 1.1383 0.9458
6528 0.1768 0.4577 0.9850 0.3479 0.9865 0.5749 0.9856
50688 0.0884 0.2295 0.9960 0.1744 0.9966 0.2882 0.9962
399360 0.0442 0.1148 0.9989 0.0872 0.9992 0.1442 0.9990

Table 5.1: Example 1: convergence history for the RT0 approximation of the three dimensional
version of the convection-diffusion-reaction problem (2.7) under a quasi-uniform refinement.

the presence of boundary layers. Here, we consider the domain Ω = (0, 1)2, the vector field
β = (0, 1), the parameters α = 1 and ν = 0.001, and the exact solution to (1.1) given by

u(x1, x2) = 0.5 tanh((x1 − 0.5)/p) + 0.5,

with p = 0.02. Notice that this solution presents a boundary layer at x1 = 0.5. In Table 5.3 we
summarize the convergence history obtained for this example, considering a RT0 approximation.
There we can see that, due to the presence of the aforementioned boundary layer, the method
provides bad results for the first meshes, but thanks to the adaptive algorithm, the convergence
of the method rapidly attains the desired O(h) and the effectivity index is stabilized. The good
performance of our adaptive algorithm can be also seen in Figure 4 where we display (on the left)
the approximation of u computed by the post-processing formula (3.30) with 2563846 degrees
of freedom, and the adapted mesh with 432048 degrees of freedom (on the right). In the first
one we can see that, in spite of the presence of the boundary layer, the post-processing formula
provides an accurate approximation of u, and in the second one we observe that the adaptive
algorithm successfully captures the high gradients of the solution at x = 0.5.

References

[1] A. Agouzal and J.M. Thomas, An extension theorem for equilibrium finite element spaces.
Jpn. J. Indust. Appl. Math., vol. 13, pp. 257-266, (1996).
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Figure 1: Example 1: Iso-surfaces of the approximated components of σ (1st component, top
left; 2nd component, top right; 3rd component, bottom left), and postprocessed uh (bottom
right).
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RT0 scheme with quasi-uniform refinement
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RT0 scheme with adaptive refinement
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Table 5.2: Example 2: convergence history and effectivity index for the RT0 approximation
of the two dimensional version of the convection-diffusion-reaction problem (2.7) under quasi-
uniform and adaptive refinements.

N e(σ) r(σ) e(u) r(u) e(σ, u) r(σ, u) Θ eff
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Table 5.3: Example 3: convergence history and effectivity index for the RT0 approximation of
the two dimensional version of the convection-diffusion-reaction problem (2.7) under adaptive
refinement.
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Figure 2: Example 2: four snapshots of successively refined meshes according to the indicator
Θ.
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Figure 3: Example 2: log-log plot of the total errors vs. degrees of freedom associated to uniform
and adaptive mesh refinements.
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Figure 4: Example 3: postprocessed uh (left) and refined mesh (right) according to the indicator
Θ .
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Modélisation Mathématique et Analyse Numérique, vol. 9, no. R-2, pp. 77–84, (1975).

[12] D.A. Di Pietro and A. Ern, Mathematical Aspects of Discontinuous Galerkin Methods.
Springer Verlag, (2012).

[13] D. Kim and E.-J.. Park A priori and a posteriori analysis of mixed finite element methods
for nonlinear elliptic equations. SIAM J. Numer. Anal. vol. 48, no. 3, pp. 1186–1207, (2010).

[14] T. Davis, Algorithm 832: UMFPACK V4.3 - an unsymmetric-pattern multifrontal method.
ACM Transactions on Mathematical Software, vol. 30, pp. 196–199, (2004).

[15] J.Jr. Douglas and J.E. Roberts, Global estimates for mixed methods for second order
elliptic equations. Math. Comp., vol. 44, 169, pp. 39–52, (1985).

27



[16] S. Du A new residual posteriori error estimates of mixed finite element methods for
convection-diffusion-reaction equations. Numer. Methods Partial Differential Equations vol.
30, no. 2, pp. 593–624, (2014).

[17] S. Du and X. Xie On residual-based a posteriori error estimators for lowest-order Raviart-
Thomas element approximation to convection-diffusion-reaction equations. J. Comput. Math.
vol. 32 , no. 5, pp. 522–546, (2014).

[18] L.P. Franca, S.L. Frey, T.J.R. Hughes, Stabilized finite element methods. I. Appli-
cation to the advective–diffusive model. Comput. Methods Appl. Mech. Engrg. vol. 95, pp.
253–276, (1992).

[19] L.P. Franca, F. Valentin, On an improved unusual stabilized finite element method for
the advective–reactive–diffusive equation. Comput. Methods Appl. Mech. Engrg. vol. 190 pp.
1785–1800, (2000).
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