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Abstract. Models of sedimentation of polydisperse suspensions of small particles in a viscous fluid that

belong to N size classes give rise to systems of N strongly coupled, nonlinear first-order conservation laws
for the local solids volume fractions as functions of depth and time. The settling velocities usually have

variable sign depending on local fluctuations of the density of the mixture, and the model is posed with

zero-flux boundary conditions for batch settling in a column. Since the eigenvalues and eigenvectors of
the flux Jacobian have no closed algebraic form, characteristic-wise numerical schemes for these models

become involved. Alternative simple schemes for this model directly utilize the velocity functions and

are based on splitting the system of conservation laws into two different first-order quasi-linear systems,
which are solved successively for each time iteration, namely, the Lagrangian and remap steps (so-called

Lagrangian-remap (LR) schemes). This approach was advanced in [R. Bürger, C. Chalons and L.M. Villada,

SIAM J. Sci. Comput. 35 (2013) B1341–B1368] for a multiclass Lighthill-Whitham-Richards traffic model
with nonnegative velocities. By incorporating recent antidiffusive techniques for transport equations a new

version of these Lagrangian-antidiffusive remap (L-AR) schemes for the polydisperse sedimentation model

is constructed. These L-AR schemes are supported by a partial analysis for N = 1. They are total variation
diminishing under a suitable CFL condition and therefore converge to a weak solution. Numerical examples

for several values of N illustrate that these schemes, including a more accurate version based on MUSCL
extrapolation, are competitive in accuracy and efficiency with several existing schemes.

1. Introduction

1.1. Scope. Models of sedimentation of polydisperse suspensions of small spherical particles suspended in
a viscous fluid can be posed as systems of strongly coupled nonlinear first-order conservation laws

∂tΦ + ∂xf(Φ) = 0, x ∈ (0, L), t > 0, (1.1)

where x denotes vertical distance, t is time, φi = φi(x, t) is the local volume fraction of particles of species i
having diameter di and density %i, where we assume d1 ≥ d2 ≥ · · · ≥ dN . Moreover, Φ = (φ1, . . . , φN )T and
f(Φ) = (f1(Φ), . . . , fN (Φ))T, where

fi(Φ) = φivi(Φ), i = 1, . . . , N, (1.2)

and vi(Φ) is the velocity of particle species i, which is assumed to be a given function of Φ. Several algebraic
forms of the velocity functions vi(Φ) have been proposed in the literature. We here focus on choices for which
these velocity functions have variable sign and at the same time the system (1.1) is strictly hyperbolic, i.e.,
the eigenvalues of the Jacobian matrix Jf (Φ) = (∂fi(Φ)/∂φj)1≤i,j≤N are real and pairwise distinct (under
determined circumstances). Batch sedimentation of a suspension of given initial composition in a column of
height L is then modeled by (1.1) under the specific assumption (1.2) along with the initial condition

Φ(x, 0) = Φ0(x), x ∈ (0, L) (1.3)

Date: January 16, 2015.
Key words and phrases. System of conservation laws, Lagrangian-remap scheme, antidiffusive scheme, sedimentation, poly-

disperse suspension.
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and zero-flux boundary conditions

fi|x=0 = fi|x=L = 0, i = 1, . . . , N, (1.4)

where we assume that Φ0 ∈ (L1(0, L))N , and that Φ0 takes values in the set Dφmax of physically relevant
concentration vectors defined by

Dφmax
:=
{

(φ1, . . . , φN )T ∈ RN : φ1 ≥ 0, . . . , φN ≥ 0, φ1 + · · ·+ φN ≤ φmax

}
, (1.5)

where φmax is a maximum total solids concentration.
It is well known that even if Φ0 is smooth, solutions of (1.1), (1.3) develop discontinuities, and so we

seek a weak solution. If a weak solution Φ has a discontinuity along a smooth curve x = x(t) and Φ is
continuous on either side of x(t) with limits Φ− and Φ+ to the left and right of the jump, respectively, then
the Rankine-Hugoniot jump condition f(Φ+)− f(Φ−) = s(Φ+ − Φ−) must be satisfied, where s = dx/dt is
the shock speed.

The numerical solution of (1.1)–(1.4) is a challenge since the eigenvalues and eigenvectors of Jf (Φ) are
not available in closed form, so numerical schemes that rely on characteristic information become fairly
involved (but are still competitive in efficiency [10, 17]). Alternatively, one can construct easy-to-implement
numerical schemes for (1.1), (1.2) by exploiting the concentration-times-velocity form (1.2) of the fluxes.
These properties were first used in [12] to design simple difference schemes for (1.1)–(1.4).

It is the purpose of this paper to advance a new class of schemes for (1.1)–(1.4) that do not rely on spectral
(characteristic) information and are as easy to implement as the schemes introduced in [12], but are more
accurate and efficient. This work extends the Lagrangian–antidiffusive remap (L-AR) methods introduced in
[8] to the model of polydisperse sedimentation. In [8] L-AR methods are applied to the multiclass Lighthill-
Whitham-Richards (MCLWR) model for vehicular traffic [5, 34]. The main new difficulties that arise with
the present model of polydisperse sedimentation are the more involved algebraic form of the functions vi(Φ),
which may have variable sign while those of the MCLWR model are nonnegative, and the presence of the
boundary conditions (1.4).

To explain the main idea of L-AR schemes, consider the scalar continuity equation for a single species:

∂tφ+ ∂x
(
φv(φ)

)
= 0, x ∈ (0, L), t > 0. (1.6)

We formally rewrite (1.6) as

∂tφ+ φ∂x
(
v(φ)

)
+ v(φ)∂xφ = 0, x ∈ (0, L), t > 0. (1.7)

The new class of schemes for (1.6) is based on splitting (1.7) into two different equations, which are solved
alternatingly. To advance the solution from time t to t + ∆t, we first apply a Lagrangian method [19] to
solve

∂tφ+ φ∂xv(φ) = 0, (1.8)

and use this solution, evolved over a time interval of length ∆t, as the initial condition for solving in a second
step the transport equation

∂tφ+ v(φ)∂xφ = 0, (1.9)

whose solution, again evolved over a time interval of length ∆t, provides the sought approximate solution of
(1.6) valid for t+ ∆t. These steps will be identified as “Lagrangian” and “remap” steps, respectively, which
explains why the schemes under study are addressed as “Lagrangian-remap” (LR) schemes. The specific idea
behind “Lagrangian-antidiffusive remap” L-AR schemes is to solve (1.9) by recent antidiffusive techniques
for transport equations, and thereby to increase the overall efficiency of the proposed splitting strategy,
while keeping its simplicity. In fact, one can employ an antidiffusive but stable numerical scheme [6, 7, 16]
for (1.9), where the scheme for this remap step is designed in such a way that the resulting scheme (first
step followed by second step) is conservative. In [8] we discuss several variants of L-AR schemes defined by
different choices of th numerical flux. Based in part on experience gained in that paper we herein focus on
the so-called NBee method [6], which has been found suitable for velocities with variable sign.

Alternatively, the remap step can be handled by a random sampling technique, giving rise to a Lagrangian-
random sampling (L-RS) subclass of LR schemes. While both L-AR and L-RS schemes can readily be
extended to the multiple-species case (N > 1), performance of L-AR schemes has turned out superior to
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that of L-RS schemes for the polydisperse sedimentation model. Moreover, the description of L-RS schemes
for the present problem is identical to that for the MCLWR model in [8], so these schemes are not discussed
herein.

The use of LR schemes for the polydisperse sedimentation model is supported by a partial analysis of
the L-AR schemes for N = 1, with the conclusion that under suitable CFL conditions, these schemes
have the total variation diminishing (TVD) property and therefore converge to a weak solution. Numerical
experiments show that the proposed schemes are competitive with those introduced in [12].

1.2. Related work. Models of polydisperse sedimentation with velocities of variable sign and proven hyper-
bolicity property include the Masliyah-Lockett-Bassoon (MLB) model [24, 26], the modified MLB (MMLB)
model due to Basson et al. [2], and the Davis-Gecol (DG) model [15], whose respective precise algebraic
form will be stated in Section 2.1. Other models such as the one by Höfler and Schwarzer [20] give rise to
functions vi(Φ) of constant sign, are therefore very similar to the MCLWR model for vehicular traffic [5, 34]
studied in [8], and will not be chosen for detailed study herein.

Antidiffusive numerical schemes have been advanced in the pioneering work by Després and Lagoutière
[16] for the linear transport equation with application to gas dynamics, and then extended to monotone
scalar conservation laws by Bouchut [7] and applied to Hamilton-Jacobi-Bellman equations by Bokanowski
and Zidani in [6]. We refer to [21, 23] and the references therein for further extensions.

1.3. Outline of the paper. The remainder of this paper is organized as follows. Section 2 collects some
preliminaries. In particular, in Section 2.1 we introduce the models of polydisperse sedimentation that
motivate the new version of L-AR schemes and are chosen for numerical experiments. In Section 2.2 we
summarize two simple difference schemes from [12], namely a first-order scheme and its second-order version.
These schemes are selected as a reference to assess the performance of the new version of L-AR schemes.
Section 3 is devoted to the presentation, and partial analysis, of the new L-AR schemes. To this end
we introduce in Section 3.1 the spatial discretization. The following discussion of discretizations of the
scalar equation (1.6) is based in three different cases. We first assume that v(φ) ≤ 0 and v′(φ) ≥ 0 for
0 ≤ φ ≤ φmax (Case 1), and outline in Sections 3.2, 3.3 and 3.4 the discretization of the Lagrangian step,
the discretization of the remap step, and the complete L-AR scheme for this case, respectively. Section 3.3
includes, in particular, a description of the NBee scheme proposed by Bokanowski and Zidani in [6] that
forms the antidiffusive scheme for the discretization of the remap step. Corresponding results for (1.6) under
the assumptions v(φ) ≥ 0 and v′(φ) ≤ 0 for 0 ≤ φ ≤ φmax (Case 2) were obtained in [8] and are summarized
in Section 3.5. Based on the treatment of Sections 3.2 to 3.5, we define in Section 3.6 L-AR schemes for
Case 3 of (1.6), namely when both v(φ) and v′(φ) may have variable sign. These schemes motivate the
presentation of L-AR schemes for N ≥ 1 provided in Section 3.7. Finally, we present in Section 3.8 a version
of the L-AR schemes for general N whose spatial accuracy is improved by MUSCL extrapolation. Numerical
examples are presented in Section 4, and conclusions are collected in Section 5.

2. Preliminaries

2.1. Models of polydisperse sedimentation. We assume that v1, . . . , vN are smooth functions of Φ on
Dφmax

, and that vi(Φ) = 0 wherever φ ≥ φmax. For the formulation of CFL conditions and the hyperbolicity
analysis we assume furthermore that v1, . . . , vN do not depend on each of the N components of Φ, but on a
number m� N of scalar functions of Φ. Thus, with a slight abuse of notation, we have

vi = vi
(
p1(Φ), . . . , pm(Φ)

)
, i = 1, . . . , N, (2.1)

where we assume that v1, . . . , vN are Lipschitz continuous functions with respect to each argument p1, . . . , pm.
In this case, Jf (Φ) becomes a rank-m perturbation of a diagonal matrix. This property has made it possible
to estimate the hyperbolicity region for a number of polydisperse sedimentation models with m ≤ 4 (see
[9, 11]) by the so-called secular equation [1, 18]. The hyperbolicity and the interlacing of the (unknown)
eigenvalues of Jf (Φ) with the (known) velocities v1, . . . , vN form the key ingredients for the construction
of efficient characteristic-wise (spectral) weighted essentially non-oscillatory (WENO) schemes for (1.1), de-
noted “WENO-SPEC-INT” according to [10, 18], which are employed herein to generate reference solutions
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to assess the performance of L-AR schemes for the MLB model of polydisperse sedimentation. These in-
gredients also form the basis of the component-wise version of WENO schemes denoted “WENO-GHLL”
introduced in [25], which is used to genrate the reference solution for the MMLB model.

2.1.1. The MLB model of polydisperse sedimentation. The MLB model of polydisperse sedimentation [24, 26]
is based on the following velocity function for particles of species i (having size di and density %i):

vi(Φ) = vMLB
i (Φ) = µV (φ)

[
δi(%̄i − %̄TΦ)−

N∑
l=1

δlφl(%̄l − %̄TΦ)

]
, i = 1, . . . , N. (2.2)

Here µ = gd2
1/(18µf), where g denotes the acceleration of gravity, µf is the viscosity of the fluid, δi := d2

i /d
2
1,

%̄i := %i−%f , where %f is the density of the fluid, %̄ := (%̄1, . . . , %̄N )T, and V (φ) is a so-called hindered settling
factor, which is a given function V = V (φ) of the total solids volume fraction φ := φ1 + · · · + φN that is
assumed to satisfy

V (0) = 1, V ′(φ) ≤ 0 for 0 ≤ φ ≤ φmax, V (φmax) = 0. (2.3)

For equal-density particles, we have %i =: %s for i = 1, . . . , N . We define δ := (δ1, δ2, . . . , δN )T, δ1 = 1. Then
(2.2) reduces to

vi(Φ) = µ(%s − %f)V (φ)(1− φ)(δi − δTΦ). (2.4)

Since φmax ≤ 1, the function φ 7→ V (φ)(1 − φ) satisfies (2.3), we may absorb (%s − %f) into the constant µ
and the factor (1− φ) into V (φ) to obtain the following simplified equation instead of (2.4):

vi(Φ) = µV (φ)(δi − δTΦ). (2.5)

A common expression for V (φ) appearing in (2.5) is the Richardson-Zaki [27] formula

V (φ) =

{
(1− φ)nRZ for 0 ≤ φ ≤ φmax,

0 for φ > φmax,
(2.6)

where nRZ ≥ 2 is a material specific exponent. Clearly, (2.5) is a case of (2.1) for m = 2 with p1(Φ) = φ and

p2(Φ) = δTΦ. Moreover, v1 ≥ 0 (since δ1 − δTΦ = 1− δTΦ ≥ 0), but v2, . . . , vN may have either sign. The
following theorem, proved in [18], is relevant for the present numerical methods and for the construction of
WENO-SPEC-INT schemes in this case. Here D0

φmax
denotes the interior of the set Dφmax

defined in (1.5).

Theorem 2.1 (Interlacing property of MLB model [18]). If δ1 > δ2 > · · · > δN and Φ ∈ D0
φmax

, then

the system (1.1) with f(Φ) defined by (1.2) and (2.5), where the function V is assumed to satisfy (2.3), is
strictly hyperbolic, i.e., Jf (Φ) has N distinct real eigenvalues λ1, . . . , λN . Precisely, the following so-called
interlacing property holds, where γi = µ(V ′(φ)(1− φ)− V (φ))δiφi for i = 1, . . . , N :

v1 > λ1 > v2 > λ2 > · · · > vN > λN > M1 := vN + γ1 + · · ·+ γN .

2.1.2. The modified MLB model (MMLB model) of polydisperse sedimentation. Under fairly general condi-
tions, the exponent nRZ appearing in (2.6) is a decreasing function of the ratio between particle size and
vessel diameter [27]. Based on this observation, Basson et al. [2] proposed to improve the agreement of the
MLB model with experimental results by using, instead of (2.5), (2.6), the formula

vi(Φ) = µVi(φ)(δi − δTΦ), where Vi(φ) =

{
(1− φ)nRZ,i for 0 ≤ φ ≤ φmax,

0 for φ > φmax,
(2.7)

which defines the so-called modified MLB model (MMLB model). Again, v1 ≥ 0 but the velocities v2, . . . , vN
may have either sign. In this case the following hyperbolicity result holds.

Theorem 2.2 (Interlacing property of MMLB model [9]). If δ1 > δ2 > · · · > δN and Φ ∈ D0
φmax

, then the
system (1.1) with f(Φ) defined by (2.7), where the exponents nRZ,i are assumed to satisfy nRZ,1 ≤ nRZ,2 ≤
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· · · ≤ nRZ,N , is strictly hyperbolic, i.e., Jf (Φ) has N distinct real eigenvalues λ1, . . . , λN . Precisely, the
following so-called interlacing property holds, where γi = µ(V ′i (φ)(1− φ)− Vi(φ))δiφi for i = 1, . . . , N :

v1 > λ1 > v2 > λ2 > · · · > vN > λN > M1 := vN + γ1 + · · ·+ γN .

Note that Theorem 2.1 is not a special case of Theorem 2.2, since Theorem 2.1 also applies to functions V
given in other forms than (2.6).

2.1.3. The Davis and Gecol model of polydisperse sedimentation. Batchelor [3] postulated that in a dilute
suspension, the phase velocity vi of spheres of species i (having diameter di) can be approximated by

vi(Φ) = µδi(1 + eT
i SΦ), i = 1, . . . , N, (2.8)

where ei is the N -dimensional vector having the entries one at position i and zero otherwise, S = (Sij)1≤i,j≤N
is the matrix of the so-called Batchelor coefficients. For equal-density spheres, the entries of S depend on
the diameter ratios and are given for several special cases by Batchelor and Wen [4]. A common approach is

Sij =

3∑
l=0

βl

(
dj
di

)l
, 1 ≤ i, j ≤ N (2.9)

with non-positive coefficients β = (β0, . . . , β3)T. We here limit the discussion to the numerical values

β = (−3.52,−1.04,−1.03, 0)T (2.10)

that fit data obtained in [4] for large Péclet numbers to a second-order polynomial in particle size ratio [9].
Inserting vi(Φ) defined by (2.8) into (1.2) produces a set of governing equations (1.1) that describes the

settling process in the dilute limit Φ→ 0. The first attempt to convert (2.8) into a well-defined formula for
all Φ, but which agrees with (2.8) as Φ→ 0, was made by Davis and Gecol [15], who proposed

vi(Φ) = µδiVi(φ)

(
1 +

N∑
l=1

(Sil − Sii)φl

)
, where Vi(φ) =

{
(1− φ)−Sii for 0 ≤ φ ≤ φmax,

0 for φ > φmax.
(2.11)

Note that these velocity functions also have variable sign in general. For example, for the case N = 2 and
d2/d1 = 1/2 and the coefficients (2.10) we obtain

v1(φ1, φ2) = µ(1− φ)3.52(1 + 0.9325φ2), v2(φ1, φ2) = 0.25µ(1− φ)3.52(1− 4.13φ1),

so v2 changes sign across φ1 = 1/4.13 ≈ 0.2421.
It was shown in [13] that for the case N = 2, the Davis-Gecol (DG) model resulting from utilizing (2.11)

in (1.2) is hyperbolic only for equal-density spheres that differ in size by a factor of at most about five;
otherwise, unrealistic ellipticity (instability) regions emerge. For coefficients β0, β1, β2 < 0, β3 = 0 and
β0, . . . , β3 < 0, the DG model (2.11) with coefficients Sij defined by (2.9) corresponds to the case m = 3 and
m = 4 of (2.1), respectively, since in each case by (2.9), the formula for vi depends on m independent linear
combinations of φ1, . . . , φN [9]. For general N it has been possible to estimate the hyperbolicity region of
the DG model [11] in terms of φmax and the width of the particle size distribution expressed by the smallest
particle size ratio δ

1/2
N = dN/d1. The approximate hyperbolicity analysis of the DG model, conducted in

[11] by the secular equation approach [1, 18] is outside the scope of the paper; however, in the numerical
examples the parameters of the DG model have been chosen in such a way that hyperbolicity is ensured.

2.2. Two simple difference schemes for the polydisperse sedimentation model [12]. If ∆x = L/M
denotes a spatial meshsize, xj = (j−1/2)∆x for j = 1, . . . ,M , ∆t > 0 is a time step, tn := n∆t, λ := ∆t/∆x,
and φnij denotes the approximate cell average of φi on the cell [xj−1/2, xj+1/2]× [tn, tn+1), then the interior
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Figure 1. Illustration of the Lagrangian step with non-positive velocities.

version of Scheme 8 of [12] is defined by

φn+1
ij = φnij − λ

(
hi
(
Φnj ,Φ

n
j+1

)
− hi

(
Φnj−1,Φ

n
j

))
,

hi
(
Φnj ,Φ

n
j+1

)
:=

1

2

(
φni,j+1vi(Φ

n
j+1) + φnijvi(Φ

n
j )
)
− Ej+1

2

(
φni,j+1 − φnij

)
−
φnij
2

∣∣vi(Φnj )− vi(Φnj+1)
∣∣ sgn(φni,j+1 − φnij), i = 1, . . . , N, j = 1, . . . ,M,

(2.12)

which defines Scheme 8, and where Ej+1 := max{|v1(Φnj+1)|, . . . , |vN (Φnj+1)|}. Scheme 10 of [12] is a version
of (2.12) that is second-order accurate both in space and time. It is based on MUSCL-type spatial differencing
and Runge-Kutta (RK) time stepping. The MUSCL version of hi(·, ·) is given by

hMUSCL
i

(
Φnj−1, . . . ,Φ

n
j+2

)
= hi

(
Φnj +

1

2
σnj ,Φ

n
j+1 −

1

2
σnj+1

)
, i = 1, . . . , N,

where the “slope vector” σnj := (σn1,j , . . . , σ
n
N,j)

T is defined in terms of the van Leer [31] limiter, namely

σnij =
|φnij − φni,j−1|(φni,j+1 − φnij) + |φni,j+1 − φnij |(φnij − φni,j−1)

|φnij − φni,j−1|+ |φni,j+1 − φnij |
.

Furthermore, if we define the vector hMUSCL := (hMUSCL
1 , . . . , hMUSCL

N )T and

Γj(Φ
n
j−2, . . . ,Φ

n
j+2) := λ

[
hMUSCL

(
Φnj−1, . . . ,Φ

n
j+2

)
− hMUSCL

(
Φnj−2, . . . ,Φ

n
j+1

)]
,

then Scheme 10 of [12] takes the following two-step form:

Φ̃n+1
j = Φ̃nj − Γj

(
Φnj−2, . . . ,Φ

n
j+2

)
,

Φn+1
j =

1

2

(
Φnj + Φ̃n+1

j − Γj
(
Φ̃n+1
j−2 , . . . , Φ̃

n+1
j+2

))
.

For the ease of presentation, in the remainder of the paper we will address Schemes 8 and 10 of [12] simply
as “Scheme 8” and “Scheme 10”, respectively. We also recall that the “boundary versions” of Schemes 8
and 10, which handle the boundary conditions (1.4), are obtained from the corresponding interior versions
by setting to zero the numerical fluxes associated with x1/2 and xM+1/2.

3. Lagrangian-Antidiffusive Remap (L-AR) schemes

3.1. Spatial discretization. The computational domain [0, L] × [0, T ] is discretized as described in Sec-
tion 2.2. The ratio λ = ∆t/∆x must satisfy a certain CFL condition that will be specified below. We focus
first on the discretization of the scalar equation (1.6). We denote by vnj+1/2 an approximate value of v(φ)
at the interface point x = xj+1/2 at time tn. To handle the boundary conditions, we extend the numerical
approximations to ghost cells with the following values for j ∈ Z:

φnj = φmax for j ≤ 0, and φnj = 0 for j ≥M + 1. (3.1)

To advance the solution of (1.6) from time t = tn to t = tn+1 = tn + ∆t, L-AR schemes are based on
splitting (1.6) into two equations, namely we first apply Lagrangian methods to solve (1.8) and use this
solution as the initial condition for solving the transport equation (1.9) in a second step.
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3.2. Lagrangian step for the scalar model (N = 1), Case 1 (v(φ) < 0, v′(φ) > 0). Defining τ := 1/φ,
we obtain from (1.8) the conservation of mass equation in Lagrangian coordinates

φ∂tτ − ∂xv = 0. (3.2)

In other words, solving (1.8), or equivalently (3.2), means solving the original equation (1.6) on a moving
referential mesh with velocity v. Assume now that φn = (φn1 , . . . , φ

n
M )T is an approximate solution of (1.6)

at time t = tn and used as the initial condition for (3.2). Then a numerical solution φn+1,− of (3.2) at time
∆t can be naturally computed by

φn+1,−
j

[
∆x+

(
vnj+1/2 − v

n
j−1/2

)
∆t
]

= φnj ∆x, j = 1, . . . ,M, (3.3)

or equivalently,

φn+1,−
j =

φnj
1 + λ(vnj+1/2 − v

n
j−1/2)

, j = 1, . . . ,M. (3.4)

In fact, (3.3) states that the initial mass in the cell [xj−1/2, xj+1/2] at time tn (the right-hand side) equals
the mass in the modified cell [x̄j−1/2, x̄j+1/2] at time ∆t (the left-hand side), where

x̄j+1/2 = xj+1/2 + vnj+1/2∆t.

are the new interface positions (Figure 1). A natural choice for the velocity values in the interface points is

vnj+1/2 :=

{
v(φnj ) for j = 1, . . . ,M − 1,

0 otherwise.
(3.5)

This definition is consistent with the flux-zero boundary conditions (1.4). According to (3.1) and (3.5), we

obtain that φn+1,−
j = φmax for j ≤ 0 and φn+1,−

j = 0 for j ≥M + 1.

Note that applying the transformation τnj = 1/φnj in (3.3), we obtain

φnj
(
τn+1,−
j − τnj

)
= λ

(
vnj+1/2 − v

n
j−1/2

)
.

This formula illustrates that the discretization (3.3) naturally leads to a discrete version of (3.2).
The following Lemma indicates some properties of the Lagrangian scheme (3.3), (3.5).

Lemma 3.1. Assume that the following pair of CFL conditions hold:

−1 ≤ λv(φj) ≤ 0, j = 1, . . . ,M, (CFL1)

0 ≤ λφmaxv
′(φnj ) ≤ 1, j = 1, . . . ,M. (CFL2)

If φn+1,−
j is the numerical solution produced by the scheme (3.3), then the following properties hold.

(i) If φnj ≥ 0 for j = 1, . . . ,M , then 0 ≤ φn+1,−
j for j = 1, . . . ,M .

(ii) The following maximum property holds:

min
{
φnj−1, φ

n
j

}
≤ φn+1,−

j ≤ max
{
φnj−1, φ

n
j

}
for all j = 1, . . . ,M . (3.6)

(iii) A total variation inequality for each step:

∣∣φn+1,−
1 − φmax

∣∣+

M∑
j=2

∣∣φn+1,−
j − φn+1,−

j−1

∣∣+
∣∣φn+1,−
M

∣∣ ≤ |φn1 − φmax|+
M∑
j=2

∣∣φnj − φnj−1

∣∣+ |φnM |. (3.7)

Proof. Condition (CFL1) ensures that (i) holds. The proof of (ii) depends decisively on the assumption
v′(φ) ≥ 0. Suppose that (CFL1), (CFL2) are true and φnj−1 ≤ φnj (the opposite case is similar). Since (3.3)
can be written as

φnj − φ
n+1,−
j = λφn+1,−

j

(
vnj+1/2 − v

n
j−1/2

)
,
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0

∆t

❇
❇
❇
❇
❇
❇❇

❆
❆

❆
❆

❆
❆❆

❈
❈
❈
❈
❈
❈❈

❇
❇
❇
❇
❇
❇❇

φn+1,−
j−1 φn+1,−

j φn+1,−
j+1

xj−3/2 xj−1/2 xj+1/2 xj+3/2

x̄j−3/2 x̄j−1/2 x̄j+1/2 x̄j+3/2

φn+1
j−1 φn+1

j φn+1
j+1

Figure 2. Illustration of the remap step. Note that φn+1−
j actually corresponds to the

update formula of φ on the fixed mesh [xj−1/2, xj+1/2]. The remap step consists in solving
a transport equation of these values with velocities vnj+1/2 defined at each interface j + 1/2.
The values φn+1

j then correspond to approximate values of φ, again on the fixed mesh
[xj−1/2, xj+1/2] but after a time step ∆t.

according to (3.5) and the assumption on v′(φ) we obtain that vnj+1/2 ≥ v
n
j−1/2. In this way, we obtain

φn+1,−
j ≤ max{φnj−1, φ

n
j

}
. On the other hand, φn+1,−

j ≥ φnj−1 is proved as soon as one can establish that

φnj
1 + λ(vnj+1/2 − v

n
j−1/2)

≥ φnj−1 ⇔
(
φnj − φnj−1

){
1− λφnj−1

vnj+1/2 − v
n
j−1/2

φnj − φnj−1

}
≥ 0.

However, the term in curled brackets equals 1− λφnj−1v
′(ξnj−1/2) for an intermediate value ξnj−1/2 ∈ [φnj−1, φ

n
j ],

and therefore is non-negative under the condition (CFL2). In particular due to boundary conditions,
φn+1,−

1 ≤ φmax, so we obtain that 0 ≤ φn+1,−
j ≤ φmax for j = 1, . . . ,M .

Finally, to obtain (3.7) we first note that

φn+1,−
j − φn+1,−

j−1 =
[
1− λφn+1,−

j v′
(
ζnj−1/2

)](
φnj − φnj−1

)
+ λφn+1,−

j−1 v′
(
ζnj−3/2

)(
φnj−1 − φnj−2

)
. (3.8)

Since φn+1,−
j ≥ 0, v′(φ) ≥ 0 and

1− λφn+1,−
j v′

(
ζnj−1/2

)
≥ 1− λφmaxv

′(ζnj−1/2

)
≥ 0

due to (CFL2), we obtain from (3.8) that∣∣φn+1,−
j − φn+1,−

j−1

∣∣ ≤ [1− λφn+1,−
j v′

(
ζnj−1/2

)]∣∣φnj − φnj−1

∣∣+ λφn+1,−
j−1 v′

(
ζnj−3/2

)∣∣φnj−1 − φnj−2

∣∣
for all j. Summing over j = 1, . . . ,M + 1, performing cancellations and considering (3.1) we get (3.7). �

3.3. Remap step: antidiffusive scheme for the scalar model (N = 1), Case 1 (v(φ) < 0, v′(φ) > 0).
After the Lagrangian step, the new values φn+1,−

j represent approximate values of the density on a moved
mesh with new cells [x̄j−1/2, x̄j+1/2]. To avoid dealing with moving meshes, a so-called remap step is
necessary to define the new approximations φn+1

j on the uniform mesh with cells [xj−1/2, xj+1/2]. Figure 1
illustrates that this step amounts to “averaging” the density values at time ∆t on the cells [xj−1/2, xj+1/2].
This average step can equivalently be reformulated by using the solution of the transport equation (1.9) with
initial data defined by φn+1,−

j on each cell [xj−1/2, xj+1/2], see Figure 2.
We now describe the conditions analyzed in [6] for solving the linear equation (1.9) with initial data

φn+1,− in the case where v(φ) ≤ 0 by using an antidiffusive numerical scheme in the form

φn+1
j = φn+1,−

j − V̄ nj λ
(
φn+1,−
j+1/2 − φ

n+1,−
j−1/2

)
, j = 1, . . . ,M. (3.9)

Here V̄ nj < 0 is a velocity value, defined in terms of available density values, which will be chosen in such
a way that the complete scheme (3.3), (3.9) is conservative with respect to (1.6). The quantities φn+1,−

j−1/2 ,
j = 1, . . . ,M , are numerical fluxes associated with the cell interfaces xj−1/2 and will be chosen in such a
way that the scheme (3.9) has certain stability and consistency properties. In particular, the choice

φn+1,−
j−1/2 = φn+1,−

j for all j = 1, . . . ,M
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produces a diffusive and stable scheme while

φn+1,−
j−1/2 = φn+1,−

j−1 for all j = 1, . . . ,M (3.10)

yields an antidiffusive but unstable scheme. For this reason, Després and Lagoutière [16] (see also [6])
proposed to choose φn+1,−

j−1/2 as close to the antidiffusive value (3.10) as possible, subject to the following
constraints which resume the existence and properties of the schemes defined by (3.9), namely the consistency
condition

mj−1/2 := min
{
φn+1,−
j , φn+1,−

j−1

}
≤ φn+1,−

j−1/2 ≤ max
{
φn+1,−
j , φn+1,−

j−1

}
:= Mj−1/2

and the maximum principle

mj+1/2 ≤ φn+1
j ≤Mj+1/2.

Let us define

b−j := Mj+1/2 +
φn+1,−
j −Mj+1/2

max{|vnj |, |vnj−1|}λ
, B−j := mj+1/2 +

φn+1,−
j −mj+1/2

max{|vnj |, |vnj−1|}λ

and

a−j−1/2 := max
{
b−j ,mj−1/2

}
, A−j−1/2 := min

{
B−j ,Mj−1/2

}
,

and, for a1, . . . , am ∈ R we define the interval I(a1, . . . , am) := [min{a1, . . . , am},max{a1, . . . , am}].
In the next lemma, we summarize the existence and properties of the schemes defined by (3.9).

Lemma 3.2. If (CFL1) is satisfied, then a−j−1/2 ≤ φ
n+1,−
j ≤ A−j−1/2 for all j = 1, . . . ,M , and for any flux

that satisfies

φn+1,−
j−1/2 ∈ [a−j−1/2, A

−
j−1/2] for all j = 1, . . . ,M, (3.11)

the scheme (3.9) is L∞-stable, i.e.,

φn+1
j ∈ I

(
φn+1,−
j , φn+1,−

j+1

)
for all j = 1, . . . ,M , (3.12)

and the following TVD property holds:∑
j∈Z

∣∣φn+1
j+1 − φ

n+1
j

∣∣ ≤∑
j∈Z

∣∣φn+1,−
j+1 − φn+1,−

j

∣∣ for n ∈ N0. (3.13)

In particular, for each n there exist numbers αj ∈ [0, 1] such that

φn+1,−
j = αjφ

n+1,−
j−1/2 + (1− αj)φn+1,−

j+1/2 . (3.14)

Proof. Assume that (CFL1) holds. Then by construction it can easily be checked that

φn+1,−
j ∈ [a−j−1/2, A

−
j−1/2].

For the proof of (3.12) and (3.13) we refer to [16]. Now, we prove (3.14). Assume that (CFL1) holds and
that φn+1,−

j−1/2 satisfies (3.11). If φn+1,−
j = Mj−1/2, as φn+1,−

j−1/2 ∈ [b−j , B
−
j ] we obtain that

φn+1,−
j ≤ φn+1,−

j−1/2 ≤ max
{
φn+1,−
j−1/2 , φ

n+1,−
j+1/2

}
. (3.15)

On the other hand, from φn+1,−
j−1/2 ∈ [mj−1/2,Mj−1/2] we have

φn+1,−
j−1/2 ≤Mj−1/2 = φn+1,−

j ,

and thus

min
{
φn+1,−
j−1/2 , φ

n+1,−
j+1/2

}
≤ φn+1,−

j . (3.16)

Combining (3.15) and (3.16) we obtain φn+1,−
j ∈ I(φn+1,−

j−1/2 , φ
n+1,−
j+1/2 ), which implies (3.14). The proof is

similar if φn+1,−
j = mj−1/2. �
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There are different ways to define the quantities φn+1,−
j+1/2 ; see [6, 7, 16] and [8, Section 4.2] for non-negative

velocities, but we here consider only the N-Bee method described in [6], which is well defined when velocities
have variable signs. This scheme, proposed in [6] for linear transport equations (3.9) when V̄ nj is a velocity
function that changes sign, corresponds to a second-order scheme in space, and is constructed from the
following definitions:

φn+1,−
j+1/2 =



φL
j+1/2 := φn+1,−

j +
1− λ̄j

2
ϕNB(rj , λ̄j)

(
φn+1,−
j+1 − φn+1,−

j

)
if V̄j > 0 and V̄j+1 > 0,

φR
j+1/2 := φn+1,−

j+1 +
1− |λ̄j+1|

2
ϕNB(r−j+1, |λ̄j+1|)

(
φn+1,−
j − φn+1,−

j+1

)
if V̄j < 0 and V̄j+1 < 0,

φn+1,−
j+1 + φn+1,−

j

2
if V̄j · V̄j+1 < 0,

(3.17)

where λ̄j = λV̄j and

rj :=
φn+1,−
j − φn+1,−

j−1

φn+1,−
j+1 − φn+1,−

j

, r−j :=
φn+1,−
j+1 − φn+1,−

j

φn+1,−
j − φn+1,−

j−1

=
1

rj
,

and the limiter function is defined as

ϕNB(r, λ̄) := max

{
0,min

{
1,

2r

λ̄

}
,min

{
r,

2

1− λ̄

}}
.

It is proved in [6] that the numerical flux that corresponds to the second of the alternatives in (3.17)
satisfies the assumptions of Lemma 3.2.

3.4. Lagrangian-antidiffusive remap (L-AR) schemes for the scalar model (N = 1), Case 1
(v(φ) < 0, v′(φ) > 0). Assume that φn approximates the solution of (1.6) at time t = tn and we wish to
advance this solution to t = tn+1 = tn + ∆t. To this end, two steps are performed successively:

(1) Lagrangian step. Consider that φn is an initial solution for (1.8). First, we define the intermediate
velocities vnj+1/2 according to the assumption on v′(φ), in this case, we use formula (3.5). Then we
compute the numerical solution φn+1,− of equation (1.8) after an evolution over a time interval of
length ∆t, by using scheme (3.3).

(2) Antidiffusive remap step. Solve (1.9) with initial condition φn+1,− using an antidiffusive scheme (3.9)
for a specific choice of V̄ nj , obtaining a numerical solution φn+1 which approximates the solution of
(1.6) at time t = tn+1.

In the next theorem, the choice of V̄ nj is motivated by the existence of a classical conservative update
formula for the whole L-AR scheme (3.3), (3.9).

Theorem 3.1. Under conditions (CFL1) and (CFL2) there exists a definition of V̄ nj ∈ I(vnj−1/2, v
n
j+1/2)

such that the complete L-AR scheme can be written in the form

φn+1
j = φnj − λ

(
φn+1,−
j+1/2 v

n
j+1/2 − φ

n+1,−
j−1/2 v

n
j−1/2

)
, j ∈ ZM , n ∈ N0. (3.18)

Proof. Let φn+1,− be a solution of (1.8) obtained by scheme (3.3). Using this solution we solve (1.9) by the
scheme (3.9), where the value V̄ nj still needs to be determined in such a way that the resulting scheme is
conservative. Replacing φn+1,−

j in (3.9) by

φn+1,−
j = φnj − λ

(
vnj+1/2 − v

n
j−1/2

)
φn+1,−
j ,

we obtain

φn+1
j = φnj − λV̄ nj

(
φn+1,−
j+1/2 − φ

n+1,−
j−1/2

)
− λ
(
vnj+1/2 − v

n
j−1/2

)
φn+1,−
j . (3.19)

Since φn+1,−
j−1/2 satisfies the assumptions of Lemma 3.2, (3.14) says that there exist αj ∈ [0, 1] such that

φn+1,−
j = αjφ

n+1,−
j−1/2 + (1− αj)φn+1,−

j+1/2 for j = 1, . . . ,M.

Setting V̄ nj := (1− αj)vnj−1/2 + αjv
n
j+1/2 and replacing in (3.19) we obtain (3.18). �
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Note that the numerical scheme (3.18) is written in conservative form as

φn+1
j = φnj − λ

(
Fnj+1/2 − F

n
j−1/2

)
, (3.20)

where the numerical flux in the case is given in the case v < 0, v′ > 0 by

Fnj+1/2 := F
(
φnj−1, . . . , φ

n
j+2

)
:= φR

j+1/2v
n
j .

This four-point numerical flux is consistent with the flux f(φ) = φv(φ) since by (3.3) and (3.6), we have
φn+1,−
j−1 , φn+1,−

j , φn+1,−
j+1 → φ as φnj−1, . . . , φ

n
j+2 → φ. This eventually means that F (φ, . . . , φ) = φv(φ).

Next, we prove some properties of the numerical scheme (3.18).

Theorem 3.2. Under conditions (CFL1) and (CFL2) the numerical scheme (3.18) has the TVD property,
is L∞-stable, and as a consequence of (3.6) and (3.12) it satisfies φn+1

j ∈ I(φnj−1, φ
n
j , φ

n
j+1) for all j and

n ∈ N0.

Proof. We recall from Lemma 3.2 that if (CFL1) is satisfied and the scheme associated with the remap
step, (3.9), satisfies (3.11), then (3.9) has the TVD property (3.13). Then, (3.13) and (3.7) imply that
(3.18) is TVD under conditions (CFL1) and (CFL2). The L∞ bound is a standard consequence of the TVD
property. �

Remark 3.1. Theorem 3.2 implies that under conditions (CFL1) and (CFL2) and if φ0 ∈ L1(R), the
numerical solution of scheme (3.18) converges in L∞([0, T ], L1

loc) to a weak solution of (1.6), see [19].

3.5. L-AR schemes for the scalar model (N = 1), Case 2 (v(φ) ≥ 0, v′(φ) ≤ 0). In [8] L-AR schemes
for the scalar model and Case 2 were proposed. In that case, the Lagrangian step is obtained using formula
(3.3), where vnj+1/2 is computed by

vnj+1/2 = v
(
φnj+1

)
for j = 1, . . . ,M.

Note that this definition is different from that of the case v(φ) < 0 and v′(φ) > 0, see (3.5). The remap step
is solved by using an antidiffusive scheme (3.9) where the quantities φn+1,−

j+1/2 are calculated using the NBee
scheme defined by the first alternative in (3.17). The resulting scheme can be written in conservative form
(3.20) with numerical flux

Fnj+1/2 := F
(
φnj−1, . . . , φ

n
j+2

)
:= φL

j+1/2v
n
j+1.

Analogues of Lemmas 3.1 and 3.2 and Theorem 3.2 for non-negative velocities are proved in [8].

3.6. L-AR schemes for the scalar model (N = 1), Case 3 (v(φ) and v′(φ) with variable sign). For
Case 3, the discussion of Cases 1 and 2 motivates us to redefine the intermediate velocities according to the
sign of v′(φ) as

vnj+1/2 =

{
v(φnj ) if (v(φnj+1)− v(φnj ))(φnj+1 − φnj ) > 0,

v(φnj+1) if (v(φnj+1)− v(φnj ))(φnj+1 − φnj ) ≤ 0.
(3.21)

Based on the values vnj+1/2 defined by (3.21) we compute the numerical solution φn+1,− of the Lagrangian
step by using formula (3.3) and then, the numerical fluxes as

Fnj+1/2 := φL
j+1/2 max

{
0, vnj+1/2

}
+ φR

j+1/2 min
{

0, vnj+1/2

}
, (3.22)

where φL
j+1/2 and φR

j+1/2 are the intermediate N-Bee fluxes defined in (3.17).
Now if φn is an approximation of φ(·, tn) in the sense of a finite volume scheme, we can compute φn+1 in

three steps as follows.

(1) Compute vnj+1/2 according to (3.21) for j = 0, . . . ,M .
(2) Compute φn+1,− by the Lagrangian step (3.4).
(3) Calculate the intermediate fluxes φL

j+1/2 and φR
j+1/2, j = 0, . . . ,M , by the NBee scheme (3.17), and

compute the corresponding numerical fluxes Fnj+1/2 by (3.22). Compute the numerical solution at
tn+1, namely φn+1, by the conservative scheme

φn+1
j = φnj − λ

(
Fnj+1/2 − F

n
j−1/2

)
, j = 1, . . . ,M. (3.23)
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To demonstrate that the resulting scheme has properties analogous to those established for Cases 1 and 2
of a scalar equation, we limit the discussion to velocity functions v(φ) that satisfy the following assumption.

Assumption 3.1. The velocity function v(φ) satisfies v(φmax) = 0 and there exists precisely one value
φ∗ ∈ (0, φmax) such that v′(φ) ≤ 0 for 0 ≤ φ ≤ φ∗ and v′(φ) > 0 for φ∗ < φ ≤ φmax.

Theorem 3.3. Assume that v(φ) satisfies Assumption 3.1 and the following pair of CFL conditions hold:

λ|v(φj)| ≤
1

2
, j ∈ Z, (CFL3)

λφmax|v′
(
φnj
)
| ≤ 1, j ∈ Z. (CFL4)

If φn+1,−
j is the numerical solution produced by the Lagrangian step (3.4), then the following properties hold.

(i) If φnj ≥ 0 for j = 1, . . . ,M , then φn+1,−
j ≥ 0 for j = 1, . . . ,M .

(ii) The following maximum property holds:

φn+1,−
j ∈ I

(
φnj−1, φ

n
j , φ

n
j+1

)
for all j = 1, . . . ,M . (3.24)

(iii) The total variation bound (3.7) remains in effect.

Proof. First of all, we remark that (i) is a direct consequence of (CFL3). We assume that v(φ) satisfies
Assumption 3.1 and suppose, without loss of generality, that there exists k ∈ {1, . . . ,M} such that

sgn
((
v
(
φnj+1

)
− v
(
φnj
))(

φnj+1 − φnj
)){≤ 0 for j < k − 1,

> 0 for j ≥ k.

In this way, the intermediate velocities computed by (3.21) satisfy

vnj+1/2 =

{
v(φnj+1) for j ≤ k − 1,

v(φnj ) for j ≥ k.

After the Lagrangian step, we obtain

φn+1,−
j =



φnj
1 + λ(v(φnj+1)− v(φnj ))

for j ≤ k − 1,

φnj for j = k,

φnj
1 + λ(v(φnj )− v(φnj−1))

for j ≥ k − 1.

Assuming that (CFL4) holds, we obtain from [8, Lemma 3.1 and Remark 3.1] the following inclusions, which
imply (3.24):

φn+1,−
j

{
∈ I(φnj , φ

n
j+1) for j < k,

∈ I(φnj−1, φ
n
j ) for j > k.

To prove the total variation inequality observe that from [8, (4.15)] we have∣∣φn+1,−
j+1 − φn+1,−

j

∣∣ ≤ [1 + λφn+1,−
j v′

(
ξnj+1/2

)]∣∣φnj+1 − φnj
∣∣− λφn+1,−

j+1 v′
(
ξnj+3/2

)∣∣φnj+2 − φnj+1

∣∣ for j ≤ k − 2

and by (3.8) in the proof of Lemma 3.1,∣∣φn+1,−
j+1 − φn+1,−

j

∣∣ ≤ [1− λφn+1,−
j+1 v′

(
ξnj+1/2

)]∣∣φnj+1 − φnj
∣∣+ λφn+1,−

j v′
(
ξnj−1/2

)∣∣φnj − φnj−1

∣∣ for j ≥ k + 1

for suitable values ξnj+1/2 ∈ I(φnj , φ
n
j+1). On the other hand,

φn+1,−
k − φn+1,−

k−1 = φnk − φnk−1 + λφn+1,−
k−1 v′

(
ξnk−1/2

)(
φnk − φnk−1

)
and

φn+1,−
k+1 − φn+1,−

k = φnk+1 − φnk − λφ
n+1,−
k+1 v′

(
ξnk+1/2

)(
φnk+1 − φnk

)
.

Summing over j = 0, . . . ,M and performing appropriate cancellations we get (3.7). �
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Figure 3. Numerical solution of the MLB model N = 4 for normalized diameters
(d1, d2, d3, d4) = (1.0, 0.5, 0.3, 0.2), V (φ) given by (2.6) with nRZ = 4.7 and Φ0 =
(0.1, 0.1, 0.1, 0.1)T, showing (a) the solution Φ at simulated time T = 200s and (b) the
velocity vi of each species at that time obtained by evaluating (2.5) with the numerical
approximation of Φ.

Concerning the remap step, we employ the scheme (3.9) where the intermediate fluxes φn+1,−
j+1/2 are calcu-

lated by the NBee scheme (as stated above). It is proved in [6, Prop. 4.1] that the numerical scheme (3.9)
under the CFL condition λ|V̄ nj | < 1 for all j is consistent, L∞-stable and TVD.

Theorem 3.4. Under conditions (CFL3) and (CFL4) there exists a definition of V̄ nj ∈ I(vnj−1/2, v
n
j+1/2)

such that the complete L-AR scheme can be written in the form (3.22), (3.23), In this case we obtain
λ|V̄ nj | < 1 for all j and, as a consequence of [6, Th. 1] and [6, Prop. 4.1], the numerical scheme (3.22),
(3.23) is consistent, L∞-stable and TVD.

3.7. Definition of L-AR schemes for N > 1. In polydisperse sedimentation models for N > 1 we know
that some velocities can be negative or can change sign and vi(Φ) −→ 0 as φ→ φmax, but no analogue of the
sign of v′(φ) evaluated in the scalar case is known. In Figure 3 we plot as an example a solution of the MLB
model for N = 4 that illustrates that negative velocities indeed occur in standard situations. Consequently,
for the implementation of L-AR schemes for polydisperse sedimentation models it is natural to define the
intermediate velocities vni,j+1/2, i = 1, . . . , N , by applying (3.21) in a component-wise manner, giving rise to

vni,j+1/2 =

{
vi(Φ

n
j ) if (vi(Φ

n
j+1)− vi(Φnj ))(φni,j+1 − φnij) > 0,

vi(Φ
n
j+1) if (vi(Φ

n
j+1)− vi(Φnj ))(φni,j+1 − φnij) ≤ 0,

i = 1, . . . , N. (3.25)

Based on (3.25), Lagrangian values φn+1,−
i,j are computed by considering (3.3) for each component, i.e.,

φn+1,−
i,j

[
∆x+

(
vni,j+1/2 − v

n
i,j−1/2

)
∆t
]

= φnij∆x, i = 1, . . . , N. (3.26)

Finally, the numerical fluxes are given by

Fni,j+1/2 := φL
i,j+1/2 max

{
vni,j+1/2, 0

}
+ φR

i,j+1/2 min
{
vni,j+1/2, 0

}
, i = 1, . . . , N, j = 0, . . . ,M, (3.27)

where φL
i,j+1/2 and φR

i,j+1/2 are computed according to (3.17) in each component. Thus, we refer to the
L-NBee scheme for N > 1 as the numerical scheme (3.20) applied in a component-wise manner, with
intermediate velocities (3.25), Lagrangian values φn+1,−

i,j as in (3.26), and numerical fluxes (3.27).
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3.8. L-AR schemes with improved accuracy by MUSCL-type extrapolation (N > 1). A standard
device to upgrade a conservative difference scheme to second-order accuracy in space is MUSCL-type variable
extrapolation [32, 33]. To implement it, we approximate φ(x, tn) by a piecewise linear numerical solution
in each cell, i.e., φ̂j(x, t

n) = φnj + σnj (x− xj), where the slopes σnj are calculated via the standard minmod
function, i.e.,

σnj =
1

∆x
minmod

(
φnj − φnj−1, φ

n
j+1 − φnj

)
, where minmod(a, b) =

{
sgn(a) min{|a|, |b|} if sgn a = sgn b,

0 otherwise.

This extrapolation enables one to define left and right values defined by

φnj+1/2,L := φ̂nj

(
xj +

∆x

2

)
, vL

j+1/2 := v
(
φnj+1/2,L

)
,

φnj+1/2,R := φ̂j+1

(
xj+1 −

∆x

2

)
, vR

j+1/2 := v
(
φnj+1/2,R

)
, j = 1, . . . ,M.

(3.28)

Equations (3.28) can be applied in a component-wise manner. Then for N > 1 we define intermediate
velocities according to the formula

vni,j+1/2 =

{
vL
i,j+1/2 if (vR

i,j+1/2 − v
L
i,j+1/2)(φnj+1/2,R − φ

n
j+1/2,L) > 0,

vR
i,j+1/2 if (vR

i,j+1/2 − v
L
i,j+1/2)(φnj+1/2,R − φ

n
j+1/2,L) ≤ 0.

(3.29)

After that, Lagrangian values φn+1,−
i,j are computed as in (3.26) with vni,j+1/2 as in (3.29) and the numerical

fluxes (3.27). Next we compute φL
i,j+1/2 and φR

i,j+1/2 as in (3.17) and finally the numerical fluxes (3.27).
This results in

Fni,j+1/2 := φL
i,j+1/2 max

{
vR
i,j+1/2, 0

}
+ φR

i,j+1/2 min
{
vL
i,j+1/2, 0

}
, i = 1, . . . , N, j = 1, . . . ,M. (3.30)

From now on, we address as L-NBee-MUSCL scheme the numerical scheme (3.20) applied in a component-
wise manner with intermediate velocities (3.29), Lagrangian values φn+1,−

i,j as in (3.26), and numerical fluxes
(3.30). Observe that this scheme is only a single-step scheme in time.

4. Numerical results

In the subsequent series of examples, we solve system (1.1) numerically for 0 ≤ t ≤ T and 0 ≤ x ≤ L and
start in each case from a suspension with an initially homogeneous composition, i.e., Φ0(x) = Φ0 ∈ Dφmax

for x ∈ [0, L]. We compare the numerical results obtained by the L-NBee scheme with those obtained from
Schemes 8 and 10 described in Section 2.2 and the WENO-SPEC-INT scheme introduced in [10]. For all
schemes, ∆t is selected in each time step according to

∆t =
∆x

2

(
max

i=1,...,N
max

Φ∈Dφmax

|vi(Φ)|
)−1

.

Examples 1 and 2 address the scalar case (N = 1) that permits the construction of an exact entropy
weak solution, while Examples 3 to 6, where N > 1, involve the computation of a reference solution to
compute approximate errors. These reference solutions are computed by the WENO-SPEC-INT scheme
with Mref = 25600 cells. Total approximate L1 errors at different times for each scheme are computed as
follows. Let us denote by (φMj,i(t))

M
j=1 and (φref

l,i (t))Mref

l=1 the numerical solution for the i-th component at time
t calculated with M and Mref cells, respectively. We use cubic interpolation from the reference grid to the
M cells grid to compute φ̃ref

j,i (t) for j = 1, . . . ,M . We calculate the approximate L1 error in species i by

ei(t) :=
1

M

M∑
j=1

∣∣φ̃ref
j,i (t)− φMj,i(t)

∣∣, i = 1, . . . , N.

The total approximate L1 error at time t is defined as etot(t) := e1(t) + · · ·+ eN (t).
For Examples 3 to 6, we consider for overall tests, the physical parameters, densities %s = 2790kg/m3,

%f = 1280kg/m3, g = 9.81m/s2, µf = 0.02416Pa, and D1 = 1.25 × 10−4m. In (2.6) the hindered settling
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Figure 4. Example 1 (N = 1, v(φ) and v′(φ) with variable sign): numerical solution by
L-NBee scheme at T = 2 with ∆x = 1/50 compared with the exact entropy solution.

factor V (φ) is abruptly cut off at φmax. However, to avoid spurious oscillations in the implementation of
code we replace (2.6) by a Lipschitz continuous form of V (φ) defined by

V (φ) =

(1− φ)nRZ if 0 ≤ φ ≤ φc,

(1− φc)nRZ
φmax − φ
φmax − φc

if φc ≤ φ ≤ φmax,

where φc is a number chosen in a way that V ′(φc) = V (φc)/(φc − φmax). Analogous formulas replace Vi(φ)
given by (2.7) and (2.11) for the MMLB and DG models, respectively.

4.1. Example 1: N = 1, v(φ) and v′(φ) with variable sign. In this test, we consider v(φ) = (1−φ)2−1/4
for 0 ≤ φ ≤ 3/2. In this case v(φ) changes sign at φ = 1/2 and v′(φ) ≤ 0 for 0 < φ < 1 and v′(φ) > 0
for 1 < φ < 3/2. The initial condition φ(x, 0) = 1.4χ[0,4](x), for −1 ≤ x ≤ 6. In Figure 4 we plot the
numerical solution obtained by the L-NBee scheme with the numerical flux (3.22) at T = 2 with ∆x = 1/50
and compare the result with the exact entropy solution. We observe that the numerical solution approaches
adequately entropy shocks and rarefaction waves, which corroborates the theoretical result of Theorem 3.4
that implies that the scheme converges to a weak solution.

4.2. Example 2: N = 1, v(φ) ≥ 0 and v′(φ) ≤ 0. We consider the scalar equation (1.6) with the velocity
function v(φ) = −0.01(1 − φ)4.65 < 0 with v′(φ) > 0 for all 0 ≤ φ ≤ φmax = 0.7 and zero-flux boundary
conditions. This scenario corresponds to the settling of an initially homogeneous, monodisperse suspension
in a column of L = 1m with φ0(x) = 0.35 and φmax = 0.7 [22]. In Figure 5 we display the numerical
solution obtained with L-NBee scheme with ∆x = 1/200 at two different times and compare results with the
entropy solution. For this case, the entropy solution contains a shock and a rarefaction wave. We observe
that L-NBee scheme adequately approximates the shock, but it is more diffusive when it approaches the
rarefaction wave.

4.3. Examples 3 and 4: N = 2 and N = 11, MLB model. We utilize the MLB model described in
Section 2.1.1. Example 3 corresponds to a standard test case of batch settling of an initially homogeneous
suspension in a column of (unnormalized) height 0.3 m, corresponding to two (N = 2) species with nor-
malized diameters (d1, d2) = (1, 0.25202). Other parameters are φmax = 0.68, nRZ = 4.7, and the initial
concentrations are Φ0 = (0.2, 0.05). These parameters correspond to experimental data by Schneider et
al. [28]. For this test, v1(Φ0) > 0 and v2(Φ0) < 0. In Figure 6 (a) we display the numerical solution at
time T = 50 obtained by the L-NBee scheme and ∆x = 1/6400. In Figures 6 (c)–(f) we provide enlarged
views of areas of interest of Figure 6 (a), and compare the numerical solutions with ∆x = 1/200 for the
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Figure 5. Example 2 (N = 1, v(φ) ≥ 0 and v′(φ) ≤ 0): numerical solution by L-NBee
scheme with ∆x = 1/200 at (a) T = 90 s, (b) T = 220 s compared with the exact entropy
solution.

i 1 2 3 4 5 6 7 8 9 10 11
φ0
i [10−3] 0.435 3.747 14.420 32.603 47.912 47.762 32.663 15.104 4.511 0.783 0.060

Di[10−5] 8.769 8.345 7.921 7.497 7.073 6.649 6.225 5.801 5.377 4.953 4.529
di 1.000 0.952 0.903 0.855 0.807 0.758 0.710 0.662 0.613 0.565 0.516

Table 1. Example 4 (N = 11, MLB model): initial concentrations φ0
i , real and normalized

particles sizes Di and di.

L-NBee and L-NBee-MUSCL schemes and Scheme 10 with the reference solution obtained by the WENO-
SPEC-INT scheme. We observe that the L-NBee scheme adequately approximates the shocks, but is more
diffusive when approaching rarefaction waves. The L-NBee-MUSCL scheme approximates adequately both
shocks and rarefaction waves. In Figure 6 (b) we plot the approximate L1-error versus the spatial discretiza-
tion for all schemes, where we have included results of Scheme 8. It shows that for a given discretization,
errors produced by the L-NBee scheme are smaller than those generated by Scheme 8, and errors by the
L-NBee-MUSCL scheme are smaller than those of Scheme 10.

Example 4 corresponds to the settling of a suspension of N = 11 species in a column of (unnormalized)
height 0.935 m, the initial concentrations φ0

i , diameters Di, and normalized diameters di = Di/D1 given in
Table 1, and the maximum total concentration φmax = 0.641. The other parameters are the same as in
Example 3. This example is based on a discrete approximation [30] for a suspension of closely sized spherical
particles with continuously, roughly normally distributed particle sizes [29], see [14].

In Figure 7 (a) we display the numerical solution at time T = 230 obtained by the L-NBee scheme with
∆x = 1/6400. In Figures 7 (d), (e) and (f) we provide enlarged views of areas interest for selected species. As
in Example 3, we observe that the L-NBee scheme adequately approximates the shocks, but is more diffusive
when it is approaching rarefaction waves, while the L-NBee-MUSCL scheme adequately approximates both
shocks and rarefaction waves. In Figure 7 (b) we provide error histories and in Figure 7 (c) the corresponding
efficiency (error reduction versus CPU time). We observe that error for L-NBee-MUSCL is smaller than
for L-NBee, but in both cases errors are larger compared with those of WENO-SPEC-INT at the same
discretization. However, according to Figure 7 (c) L-NBee schemes execute faster since these schemes do not
need to compute spectral information of the flux Jacobian (as does WENO-SPEC-INT).

4.4. Example 5 (N = 4, MMLB model). We consider a polydisperse suspension with N = 4, with
normalized particles sizes (d1, . . . , d4) = (1, 0.8, 0.6, 0.2), (nRZ,1, . . . , nRZ,4) = (3.8, 4.1, 4.4, 4.7), φmax = 0.68,
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Figure 6. Example 3 (N = 2, MLB model: (a) numerical solution with L-NBee scheme
at T = 50 with ∆x = 1/6400, (b) approximate L1-errors versus M = 1/∆x, (c, d, e, f)
enlarged views of areas of interest and comparison of numerical solutions with ∆x = 1/200.

and Φ0 = (0.1, 0.1, 0.1, 0.1) for 0 ≤ x ≤ 1 m. The other parameters are the same as in Example 3. For
this example, v1(Φ0), v2(Φ0) and v3(Φ0) are nonnegative, and v4(Φ0) < 0. In Figure 8(a) we display the
numerical solution obtained with L-NBee with M = 3200 cells at simulated time T = 120. Only for this
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Figure 7. Example 4 (N = 11, MLB model): (a) numerical solution by L-NBee scheme at
T = 230 with ∆x = 1/6400, (b) approximate L1-errors, (c) approximate L1-errors versus
CPU time, (d, e, f) enlarged views of interesting areas of (a) and comparison of numerical
solutions with ∆x = 1/400.

example, the reference solution is computed by the WENO-GHLL scheme introduced in [25] since it is easier
to implement for this model than WENO-SPEC-INT. As in Examples 3 and 4, the L-NBee scheme does not
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Figure 8. Example 5. MMLB model (N = 4, MMLB model): (a) numerical solution
obtained at T = 120, (b) approximate L1-errors versus M = 1/∆x and (c, d) enlarged
views of marked area in (a).

introduce numerical diffusion to approximate shock waves, but it is more diffusive for the approximation of
rarefaction waves. On the other hand, L-NBee-MUSCL scheme adequately approaches shock and rarefaction
waves.

We observe that the sedimentation process is adequately approximated by L-NBee schemes. Figures 8 (c)
and (d) correspond to enlarged views of an area of Figure 8 (a) for selected species. We observe that the
L-NBee scheme with MUSCL extrapolation gives the lowest errors for a given mesh with M ≤ 800 and is
thus even better than WENO-GHLL in these cases.

4.5. Example 6 (N = 4, MLB, MMLB and DG models). In this example, we compare the MLB,
MMLB and DG models. We consider N = 4, Φ0 = (0.1, 0.1, 0.1, 0.1)T, φmax = 0.7 and normalized squared
sizes δ = (1.0, 0.75, 0.50, 0.26)T. Physical parameters are similar to Example 3. For the MLB model we
consider nRZ = 4.7, for the MMLB model, (nRZ,1, . . . , nRZ,4) = (3.8, 4.1, 4.4, 4.7) and for the DG model,
the parameter vector (2.10). In Figure 9, we display the numerical solution with L-NBee scheme with
∆x = 1/1600 for each model at three simulated times.
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Figure 9. Example 6 (N = 4, MLB, MMLB and DG models): numerical solution by the
L-NBee scheme with ∆x = 1/1600 for (a, d, g) the DG model, (b, e, h) the MMLB model
and (c, f, i) the MLB model at simulate times (a, b, c) T = 50, (d, e, f) T = 300 and (g, h,
i) T = 1500.

5. Conclusions

We have extended the L-NBee schemes proposed in [8] to polydisperse models where velocities and their
derivatives can change sign, and a partial numerical analysis has been provided in the scalar case. The
proposed numerical scheme turns out to be competitive with existing scheme in the literature, which is
especially interesting for large values of N (cf. Example 4). We observe in this case that the L-NBee-
MUSCL scheme (the L-NBee scheme combined with MUSCL approach) provides the lowest (approximate)
L1 errors for a given CPU time, while it may not give the lowest L1 errors for a given mesh size. In other
words, of all schemes tested this scheme is most efficient in reduction of error. Finally, we mention that
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the accuracy of the L-NBee-MUSCL scheme can be further enhanced by a full second-order discretization
in both space and time. This will be considered in a forthcoming paper.
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