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Abstract

This paper is concerned with a dual-mixed formulation for a three dimensional exterior
Stokes problem via boundary integral equation methods. Here velocity, pressure and
stress are the main unknowns. Following a similar analysis given recently for the Lapla-
cian, we are able to extend the classical Johnson & Nédélec procedure to the present
case, without assuming any restrictive smoothness requirement on the coupling bound-
ary, but only Lipschitz-continuity. More precisely, after using the incompressibility
condition to eliminate the pressure, we consider the resulting velocity-stress approach
with a Neumann boundary condition on an annular bounded domain, and couple the
underlying equations with only one boundary integral equation arising from the applica-
tion of the normal trace to the Green representation formula in the exterior unbounded
region. As a result, we obtain a saddle point operator equation, which is then ana-
lyzed by the well-known Babuška-Brezzi theory: in particular, the well-posedness of the
formulation will be established.
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1 Introduction

In this paper, we apply the classical Johnson & Nédélec coupling procedure [12] to exte-
rior boundary value problems in R3 by introducing an auxiliary boundary which is only
Lipschitz-continuous. Motivated from the recent works [15] and [17] on boundary value
problems for the Laplacian (see also [14]), we analyze the reduced nonlocal problems and
establish the existence and uniqueness of the solution of the nonlocal problem without the
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compactness of the corresponding double-layer boundary integral operators on the auxil-
iary boundary as employed for the proofs in [16] and [12] in the case of smooth coupling
boundaries.

1.1 Exterior Stokes problems

In the following, for definiteness, let Ω0 be a bounded domain in R3 with a Lipschitz
boundary Γ0. We denote by u and p respectively, the unknown velocity and pressure fields
in terms of which the exterior Stokes boundary problem consists of the system of partial
differential equations

−µ ∆u +∇p = f

∇ · u = 0

}
in Ωc := R3 \ Ω0 (1)

together with either Dirichlet or Neumann boundary condition on Γ0 and the condition at
infinity

u = O(||x||−1), p0 = O(||x||−2) as ||x|| → ∞, (2)

where f is a prescribed function with compact support in Ωc, and µ > 0 the given viscosity, a
constant. In order to apply the coupling procedure, we proceed as in the classical approaches
(see, e.g. [4], [5], [7], [8], [9], [10]) and introduce an auxiliary surface Γ whose interior
contains Ω̄0. The main novelty here is that Γ is only assumed to be Lipschitz-continuous.
Then we let Ω− be the annular region bounded by Γ0 and Γ, and Ω+ := R3\

(
Ω̄0∪Ω̄−

)
. Here

and in the sequel ν always denotes the outward unit normal pointing away from bounded
domains (see Figure 1 below).
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Figure 1: Geometry of the problem.

We first formulate the exterior problem in terms of the unknowns velocity u, the pressure p
and the stress tensor σ as a transmission problem for u and σ by eliminating the pressure
p from the incompressibility condition. To this end, the following notations will be further
adopted.

• Stress and strain tensors: σ = Ξ[u, p] := −pI + 2µ e(u), e(u) := 1
2

(
∇u + (∇u)t

)
• Trace of stress : trσ = −3p+ 2µ div u = −3p, if div u = 0.

• Deviatoric stress: σd = σ + pI = 2µ e(u).
Note: trσd = 0 if div u = 0 and the pair of equations

σ = − p I + 2µ e(u) and div u = 0 in Ωc

can be rewritten, equivalently, as

σd = 2µ e(u) and p +
1

3
trσ = 0 in Ωc
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1.2 A Transmission problem

We are now in a position to formulate the Transmission problem: Given f in Ω− and either
Dirichlet or Neumann boundary condition of u on Γ0, find u,σ (and p) satisfying the partial
differential equations

σd = 2µ e(u) and p +
1

3
trσ = 0

−divσ = f

}
in Ω− (3)

and
−µ ∆u +∇p = 0 and div u = 0
σ = Ξ[u, p] := −pI + 2µ e(u)

}
in Ω+ (4)

together with the transmission condition

[u] := u− − u+ = 0
[σν] := (σν)− − (σν)+ = 0

}
on Γ (5)

and the condition at infinity (2), namely

u(x) = O(‖x‖−1), p(x) = O(‖x‖−2) as ‖x‖ → +∞ .

The coupling procedure remains to reduce solutions in the exterior domain Ω+ to appropri-
ate boundary integral equations on the auxiliary boundary Γ via the transmission conditions.
This refers to the nonlocal boundary conditions. The latter together with the solutions de-
fined in the boundary domain Ω− then forms an equivalent boundary value problem of the
original exterior boundary value problem known as the nonlocal problem.

1.3 Boundary integral equation on Γ

The fundamental velocity tensor and its associated pressure vector for the Stokes equations
are given respectively by

E(x,y) :=
1

8π
µ

{
1

‖x− y‖
I +

(x− y) (x− y)t

‖x− y‖3

}
, ∀x 6= y ,

Q(x,y) :=
1

4π
∇y

(
1

‖x− y‖

)
, ∀x 6= y

in terms of which the hydrodynamic potentials in Ω+ are defined as follows (see Hsiao and
Wendland [11] or Kohr and Wendland [13])

• Simple layer hydrodynamic potentials for the velocity and pressure:

Sρ(x) :=

∫
Γ
E(x,y)ρ(y) dsy, ∀x 6∈ Γ,

Φρ(x) :=

∫
Γ
Q(x,y) · ρ(y) dsy, ∀x 6∈ Γ.

• Double layer hydrodynamic potentials for the velocity and pressure:

Dψ :=
(

D1ψ, D2ψ, D3ψ
)′
,

Diψ(x) :=
∫

Γ

{
Ξ[Ei(x, ·), Qi(x, ·)](y)ν(y)

}t
ψ(y) dsy,∀x 6∈ Γ

Πψ(x) := 2µ

∫
Γ
∇yQ(x,y)ν(y) ·ψ(y) dsy,∀x 6∈ Γ
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for appropriate density and moment vector-valued functions ρ and ψ to be specified later.
Here Ei(x,y) is the i-th column of E(x,y) and Qi(x,y) is the i-th component of Q(x,y).
From Green’s formula we have the representation of (u, p) in Ω+:

u = D γ+(u) − S γ+
ν (σ), p = Π γ+(u)− Φ γ+

ν (σ) in Ω+ , (6)

in terms of which
σ = Ξ[u, p] := −pI + 2µ e(u) in Ω+. (7)

In the representation (6), the traces (u+,σ+ν) on Γ from Ω+ are denoted by γ+(u) and
γ+
ν (σ), respectively. They are the Cauchy data for the solutions of Stokes equations. Using

the standard jump relations lead to the two basic system of boundary integral equations on
Γ for the traces

γ+(u) =

(
1

2
I + K

)
γ+(u)− V γ+

ν (σ) on Γ , (8)

γ+
ν (σ) = −W γ+(u) +

(
1

2
I − Kt

)
γ+
ν (σ) on Γ . (9)

Here V,K,Kt and W are the corresponding four basic hydrodynamic boundary integral
operators as in the case for the Laplacian (see the precise definitions in Hsiao and Wendland
[11]). The boundary integral equations (8) and (9) may serve as the desirable nonlocal
condition for the relevant traces via the transmission condition (5).

Finally, the nonlocal problem is to find the unknowns u,σ (and p) in Ω− governing the
partial differential equations (3) and the unknown traces γ+(u) and/or γ+

ν (σ) satisfying
(8) and/or (9) via the transmission condition (5) depending on the variational form for the
solutions in Ω−.

2 Variational Formulations

We begin with some relevant function spaces which will be needed for the variational for-
mulations. Here and in the sequel, we utilize the standard terminology for Sobolev spaces
and norms. For simplifying the presentation, some notations will also be adopted.

• Given a domain O, a closed Lipschitz curve Σ, and r ∈ R, we simplify notations and
define

Hr(O) := [Hr(O)]3 , Hr(O) := [Hr(O)]3×3

and Hr(Σ) := [Hr(Σ)]3,

where Hr(O) and Hr(Σ) are the usual Sobolev spaces. The corresponding norms are
denoted by ‖·‖r,O (for Hr(O), Hr(O), and Hr(O)) and ‖·‖r,Σ (for Hr(Σ) and Hr(Σ)).

• Hilbert space H(div ;O) :=
{
τ ∈ L2(O) : div τ ∈ L2(O)

}
, equipped with the

norm

‖τ‖div ;O :=
{
‖τ‖20,O + ‖div τ‖20,O

}1/2
∀ τ ∈ H(div ;O) .

• The space of skew symmetric strain tensors

L2
skew(Ω

−) :=
{
η ∈ L2(Ω−) : ηt = −η

}
.
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2.1 The dual-mixed formulation in Ω−

We proceed here similarly as for the linear elasticity problem (see, e.g. [1], [18]). Indeed,
we first notice that denoting

χ :=
1

2

(
∇u− (∇u)t

)
∈ L2

skew(Ω
−)

the constitutive equation relating u and σ in Ω− becomes

σd = 2µ e(u) = 2µ
(
∇u − χ

)
in Ω− .

In what follows, without loss of generality, we set 2µ = 1. Then the governing equation (3)
is

p +
1

3
trσ = 0, σd = ∇u − χ , divσ = − f in Ω− (10)

We note that since the pressure p can be computed in terms of the stress from the first
relation in (10), we focus mainly on the approaches that do not include p as an explicit
unknown but only as part of σ in the variational formulation below.

For the dual-mixed formulation, multiplying (tensor product :) 2nd equation in (10) by
τ ∈ H(div ; Ω−) and integrating by parts, yields∫

Ω−
σd : τ d − 〈γ−ν (τ ),ϕ〉Γ +

∫
Ω−

u · div τ +

∫
Ω−
χ : τ + 〈γ−ν (τ ), γ−(u)〉Γ0 = 0 , (11)

where
ϕ := γ−(u) = γ+(u) ∈ H1/2(Γ)

is an additional unknown. We note that for the dual-mixed formulation, Dirichlet data will
be the nature boundary data. Here γ± : H1(Ω±) → H1/2(Γ) and γ±ν : H(div ; Ω±) →
H−1/2(Γ) are the usual trace and normal trace operators, respectively, on Γ. On the other
hand, incorporating the equilibrium relation in Ω− and the symmetry of the stress tensor
σ in a weak sense, we arrive at∫

Ω−
v · div σ +

∫
Ω−
η : σ = −

∫
Ω−

f · v, ∀ (v,η) ∈ L2(Ω−)× L2
skew(Ω

−) . (12)

Equations (11) and (12) are the variational equation for the weak solution pairs (u,σ) in
Ω−. In fact, the variational equation (11) holds for all test functions (τ ,ψ) ∈ H(div ; Ω−)×
H1/2(Γ). However, its final form depends on the boundary conditions on Γ0. We summarize
the situations according to boundary conditions (BCs) on Γ0 as follows:

• Dirichlet BC (the natural BC): On Γ0, γ
−(u) is known. In this case let

XD := H(div ; Ω−)×H1/2(Γ), YD := L2(Ω−)× L2
skew(Ω

−).

We have total 4 unknowns ((σ,ϕ), (u,χ)) ∈ XD ×YD

• Neumann BC (the essential BC): On Γ0, γ
−(u) is unknown. We need to introduce the

further unknown λ := γ−(u) ∈ H1/2(Γ0). In this case let

XN := XD, YN := L2(Ω−)× L2
skew(Ω

−)×H1/2(Γ0).

We have total 5 unknowns ((σ,ϕ), (u,χ,λ)) ∈ XN ×YN

Remark: ((τ ,ψ), (v,η)) ∈ XD × YD and ((τ ,ψ), (v,η, ξ)) ∈ XN × YN are the corre-
sponding test functions, respectively.
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2.2 A coupled variational formulation

It is clear that in order to consider the complete variational formulation for the nonlocal
problem we need to supplement the variation equations (11) and (12) with those from the
nonlocal conditions (8) and/or (9). In this short communication, we shall confine ourselves
to the homogeneous Neumann BC on Γ0 and employee only one of the two boundary integral
equations. The approach here carries over to other BCs on Γ0 including the Dirichlet BC
and with two boundary integral equations (see the forthcoming paper [6] for further details).

As we mentioned, since the Neumann boundary condition is an essential BC in the
dual-mixed formulation, we have total 5 unknowns ((σ,ϕ), (u,χ,λ)) ∈ XN ×YN However,
for the given homogeneous Neumann BC, namely

γ−ν (σ) = gN = 0 ∈ H−1/2(Γ0) ,

there is no need of including the additional unknown λ = γ−(u) on Γ0 in the variational
equation (11). In fact, it reduces to 4 unknowns ((σ,ϕ), (u,χ)) ∈ X0

N ×YD, if we restrict
(σ,ϕ) in the subspace of X0

N of XN such that

X0
N := H0(div ; Ω−)×H1/2(Γ),

where
H0(div ; Ω−) :=

{
τ ∈ H(div ; Ω−) : γ−ν (τ ) = 0 on Γ0

}
.

The variational equation (12) remains the same, and in addition we need to add the varia-
tional equation of the boundary integral equation (12) in the form

〈Wϕ,ψ〉Γ +

〈(
1

2
I + Kt

)
γ−ν (σ),ψ

〉
Γ

= 0, ∀ψ ∈ H1/2(Γ), (13)

where we have tacitly employee the transmission conditions:

γ+(u) = ϕ, γ+
ν (σ) = γ−ν (σ) on Γ.

The coupled variational formulation now reads: Find ((σ,ϕ), (u,χ)) ∈ X0
N ×YDsuch that

aN ((σ,ϕ), (τ ,ψ)) + bN ((τ ,ψ), (u,χ)) = FN (τ ,ψ),∀ (τ ,ψ) ∈ X0
N ,

bN ((σ,ϕ), (v,η)) = GN (v,η),∀ (v,η) ∈ YD (14)

In the formulation (14), aN : X0
N ×X0

N → R and bN : X0
N ×YD → R are the bounded

bilinear forms defined, respectively by

aN ((σ,ϕ), (τ ,ψ)) :=

∫
Ω−
σd : τ d − 〈γ−ν (τ ),ϕ〉Γ + 〈Wϕ,ψ〉Γ

+

〈(
1

2
I + Kt

)
γ−ν (σ),ψ

〉
Γ

, (15)

bN ((τ ,ψ), (v,η)) :=

∫
Ω−

v · div τ +

∫
Ω−
η : τ , (16)

FN : X0
N → R and GN : YD → R are the bounded linear functionals given by

FN (τ ,ψ) := 0 , GN (v,η) := −
∫

Ω−
f · v ,

for all ((τ ,ψ), (v,η)) ∈ X0
N ×YD.
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3 Existence and Uniqueness Results

We begin with some preliminary results for the bilinear forms aN and bN . Recall that

X0
N := H0(div ; Ω−)×H1/2(Γ) , YD := L2(Ω−)× L2

skew(Ω
−)

and note that the bounded linear operator induced by bN

BN : X0
N → YD

is given by BN ((τ ,ψ)) :=
(
div τ , 1

2(τ − τ t)
)

for any (τ ,ψ) ∈ X0
N . Moreover, the kern

of BN is a closed subspace of X0
N defined by

VN :=
{

(τ ,ψ) ∈ X0
N : τ = τ t and div τ = 0 ∈ Ω−

}
.

The following lemmas, which establish a positiveness property of aN on VN and an inf-sup
condition for bN , are crucial for the analysis of the dual-mixed formulation.

Lemma 1 There holds

aN ((τ ,ψ), (τ ,ψ)) ≥ 1

2

{
‖τ d‖20,Ω− + 〈Wψ,ψ〉Γ

}
for all (τ ,ψ) ∈ VN .

Proof. Given (τ ,ψ) ∈ VN , we have from (15)

aN ((τ ,ψ), (τ ,ψ)) = ‖τ d‖20,Ω− + 〈Wψ,ψ〉Γ +

〈(
− 1

2
I + Kt

)
γ−ν (τ ),ψ

〉
Γ

= ‖τ d‖20,Ω− + 〈Wψ,ψ〉Γ +

〈
γ−ν (τ ),

(
− 1

2
I + K

)
ψ

〉
Γ

,

which can be written as

aN ((τ ,ψ), (τ ,ψ)) = ‖τ d‖20,Ω− + 〈Wψ,ψ〉Γ +
〈
γ−ν (τ ), γ−(Dψ)

〉
Γ
.

Hence, integrating by parts in Ω− and using that γ−ν (τ ) = 0 on Γ0, we find that

〈γ−ν (τ ), γ−(Dψ)〉Γ =

∫
Ω−

{
∇Dψ : τ + Dψ · div τ

}
=

∫
Ω−

e
(
Dψ

)
: τ =

∫
Ω−

e
(
Dψ

)
: τ d ,

where the free-divergence and symmetry properties of τ , together with the incompressibility
condition satisfied by Dψ, have been utilized in the last two equalities. Consequently, by
the Cauchy-Schwarz’s inequality and the identity

〈Wψ,ψ〉Γ = ‖e(Dψ)‖20,R3\Γ ∀ψ ∈ H1/2(Γ) ,

we see that

aN ((τ ,ψ), (τ ,ψ)) = ‖τ d‖20,Ω− + 〈Wψ,ψ〉Γ +

∫
Ω−

e
(
Dψ

)
: τ d

≥ 1

2
‖τ d‖20,Ω− + 〈Wψ,ψ〉Γ −

1

2
‖e(Dψ‖20,Ω−

≥ 1

2
‖τ d‖20,Ω− + 〈Wψ,ψ〉Γ −

1

2
‖e(Dψ‖20,R3\Γ

=
1

2
‖τ d‖20,Ω− +

1

2
〈Wψ,ψ〉Γ .
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This completes the proof. �
It is worth mentioning that in the proof, the compactness property of the boundary

integral operator K is not needed. In fact, for the Lipschitz boundary Γ, K is not compact.

We further remark that W is not H1/2(Γ) but H
1/2
0 (Γ)-elliptic, where

H
1/2
0 (Γ) := H1/2(Γ)/RM(Γ) ≡

{
ψ ∈ H1/2(Γ) : 〈r,ψ〉1/2,Γ = 0, ∀ r ∈ RM(Γ)

}
,

RM(O) :=
{

z : z(x) = c + d× x ∀x ∈ O ; c, d ∈ R3
}
.

Lemma 2 There exists β > 0 such that for any (v,η) ∈ YD there holds

sup
(τ ,ψ)∈X0

N\{0}

bN ((τ ,ψ), (v,η))

‖(τ ,ψ)‖X0
N

≥ β ‖(v,η)‖YD
.

Proof. It suffices to show that the operator BN is surjective. Given (v,η) ∈ YD, we

let z be the unique element in H1
Γ(Ω−) :=

{
w ∈ H1(Ω−) : w = 0 on Γ

}
, whose

existence is guaranteed by the Korn inequality and the Lax-Milgram lemma, such that∫
Ω−

e(z) : e(w) = −
∫

Ω−
v ·w −

∫
Ω−
η : ∇w ∀w ∈ H1

Γ(Ω−) .

Hence, defining τ̂ := e(z) + η ∈ L2(Ω−), we deduce from the above formulation that
div τ̂ = v in Ω−, which shows that τ̂ ∈ H(div ; Ω−), and then that γ−ν (τ̂ ) = 0 on Γ0.
In this way, τ̂ ∈ H0(div ; Ω−) and it is easy to see that BN ((τ̂ ,0)) = (v,η), which ends
the proof. �

For the solvability analysis of of the coupled variational problem (14), we consider the
associated homogeneous problem. We have the following lemma.

Lemma 3 The set of solutions of the corresponding homogeneous coupled variational prob-
lem is given by {(

(σ,ϕ), (u,χ)
)

:=
(
(0, z|Γ), (z,∇z)

)
: z ∈ RM(Ω−)

}
.

Proof. Let
(
(σ,ϕ), (u,χ)

)
∈ X0

N ×YD be a solution of (14) with f = 0. It is clear from
the second equation that (σ,ϕ) ∈ VN , that is σ = σt and divσ = 0 in Ω−. Then,
taking in particular (τ ,ψ) = (σ,ϕ) in the first equation, and then applying the Lemma 1,

we find that in view of the H
1/2
0 (Γ)-elliptic property of W, we find

0 = aN

(
(σ,ϕ), (σ,ϕ)

)
≥ 1

2

{
‖σd‖20,Ω− + 〈Wϕ,ϕ〉Γ

}
≥ 1

2
‖σd‖20,Ω− +

α̃2

2
‖ϕ0‖21/2,Γ ,

where ϕ = ϕ0 + r with ϕ0 ∈ H
1/2
0 (Γ) and r ∈ RM(Γ). As a consequence, σd = 0 in Ω−

and ϕ0 = 0 on Γ, that is ϕ = z|Γ, with z ∈ RM(Ω−). In turn, the conditions satisfied
by σ, namely divσ = 0 and σd = 0 in Ω−, together with the fact that γ−ν (σ) = 0 on Γ0

imply that σ = 0. Next, taking ψ = 0 in the first equation of our homogeneous problem,
and then integrating by parts in Ω−, we obtain that for any τ ∈ H0(div ; Ω−) there holds

0 = bN ((τ ,0), (u,χ)) − 〈γ−ν (τ ),ϕ〉Γ = bN ((τ ,0), (u,χ)) − 〈γ−ν (τ ), z〉Γ

= bN ((τ ,0), (u,χ)) −
∫

Ω−
z · div τ −

∫
Ω−
∇z : τ = bN ((τ ,0), (u− z,χ−∇z)) ,
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which, in view of the inf-sup condition in Lemma 2, gives (u,χ) = (z,∇z). Conversely, it
is easy to see, in particular using that ker (W) = RM(Γ), that for any z ∈ RM(Ω−) the
element

(
(σ,ϕ), (u,χ)

)
:=
(
(0, z|Γ), (z,∇z)

)
solves the homogeneous version of (14). �

This lemma shows that the corresponding homogeneous coupled variational problem
has nontrivial solutions. In order to apply the well-known Babuška-Brezzi theory (see, e.g.
[2], [3]) for the existence proof of the solution to the coupled variational problem (14), we
modify the space X0

N and let

X00
N := H0(div ; Ω−)×H

1/2
0 (Γ).

Instead of solving (14) in X0
N ×YD, we now solve (14) in X00

N ×YD. We note that the
kernel of the operator induced by bN : X00

N → YD becomes now

V0
N :=

{
(τ ,ψ) ∈ X00

N : τ = τ t and div τ = 0 in Ω−
}
.

For the existence proof, it is not difficult to verify that all the hypotheses of the classical
Babuška-Brezzi theory hold. In fact, we have the following

Theorem 1 Given f ∈ L2(Ω−), there exists a unique ((σ,ϕ), (u,χ)) ∈ X00
N ×YD solution

of the coupled variational problem (14) with X0
N ×YD replaced by X00

N ×YD. Moreover,
there exists a constant c > 0 such that

‖((σ,ϕ), (u,χ))‖X00
N ×YD

≤ c ‖f‖0,Ω− .

We end this paper by remarking that the application of other coupling procedures to
the exterior Stokes problem in 3D, with Dirichlet and Neumann boundary conditions, and
including the analysis of the corresponding Galerkin schemes, will be provided in [6].
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Investigación en Ingenieŕıa Matemática, Universidad de Concepción, Casilla
160-C, Concepción, Chile, Tel.: 41-2661324, o bien, visitar la página web del centro:
http://www.ci2ma.udec.cl



Centro de Investigación en
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