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A NEW FAMILY OF MIXED METHODS FOR THE
REISSNER-MINDLIN PLATE MODEL BASED ON A SYSTEM OF
FIRST-ORDER EQUATIONS

EDWIN M. BEHRENS AND J. GUZMAN

ABSTRACT. The mixed method for the biharmonic problem introduced in [15] is extended
to the Reissner-Mindlin plate model. The Reissner-Mindlin problem is written as a system
of first order equations and all the resulting variables are approximated. However, the hy-
brid form of the method allows one to eliminate all the variables and have a final system
only involving the Lagrange multipliers that approximate the transverse displacement and
rotation at the edges of the triangulation. Mixed finite element spaces for elasticity with
weakly imposed symmetry are used to approximate the bending moment matrix. Optimal
estimates independent of the plate thickness are proved for the transverse displacement,
rotations and bending moments. A post-processing technique is provided for the displace-
ment and rotations variables and we show numerically that they converge faster than the
original approximations.

1. INTRODUCTION

In [15] we developed a new mixed finite element method for the biharmonic problem.
Here we develop a similar method for the more challenging hard clamped Reissner-Mindlin
plate model:

—V - (Ce(r)) =Xt (Vu—7)=0 in Q, (1.1a)
ATV (Vu—7r)=f inQ, (1.1b)

u=0 on 09, (1.1c)

r=0 on 0f, (1.1d)

where 0 C R? is a polygonal domain and f € L?(Q2). Here t is the thickness of the plate
and \ is fixed positive parameter. Moreover, the tensor C' is defined to be

E
12(1 — 12)

2(14v)X

Cr = (1 =v)T +vir(r)I),

where v is the Poisson ratio, £ = is the Young’s modulus and s is the shear

correction factor. The variable u is the transverse displacement and r the rotation.
Mixed finite elements for (1.1) typically approximate directly v and 7, and the shear

stress o = M %(r — Vu); see for instance [4, 6, 12, 34, 5, 16, 25, 26, 28, 30] and [27] for a
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2 BEHRENS AND GUZMAN

review. Instead, our method is based on the following formulation of the above problem

1
q = Vu, p= §(Vr —(Vr)") inQ,
Az =Vr —p, o=V-.z in €,
r—q—tc=0, V-o=f in ,
u =0, r=20 on 0%,
where we define t := %\ and A denotes the inverse of C'. We use the following convention

(Va)ij = 0y,;(q;) for 1 < i,j < 2 where ¢; is the i-th component of q. Moreover, (V -
z)i = Z;l:l Oz,;2ij where the z;; is the ij-entry of z. Although we introduced three new
variables, we later will present a hybrid form of the mixed method that will allow us to
eliminate all the interior variables locally to obtain a system for the Lagrange multipliers
which approximate v and r on the edges of the triangulation. This makes the method
computationally competitive. We would like to point out that Amara et al. [1] considered
a low order method where they also approximate the bending moment directly which is,
however, different from our lowest order method.

A desirable property for a method to have is that the approximations have provable
error bounds independent of the plate thickness ¢t. Indeed, all the methods considered in
the review paper [27] have this property. Similarly, for our method we will prove optimal
error estimates for the transverse displacement, rotation and bending moment independent
of t.

The key idea of our method is that we formulate (1.1) such that o € H(div;{2) and
each row of z belongs to H (div; §2) and all the other variables will only be required to be in
L?(2). This will allow us to use the Raviart-Thomas spaces, and in fact this is what we did
in [15]. However, for the Reissner-Mindlin problem, in contrast to the biharmonic problem,
we need to deal with the symmetric gradient of ». We deal with this issue by using weakly
symmetric elements borrowed from elasticity (see [2, 10, 24]) and this is why we introduced
the anti-symmetric gradient p above. By doing this we can hybridize our method and
eliminate all the interior variables and only get a formulation for the Lagrange multipliers.
Hence, the final linear system that arises from our new method has exactly 3(k + 1) (for
k > 1) times the number of interior edges as unknowns if we consider Raviart-Thomas
elements of index k.

We would like to mention that the analysis of the method we present in this paper for
the Reissner-Mindlin problem will have many similarities with the analysis we performed
for the biharmonic problem [15]. However, there are two main differences. First, here we
have to prove estimates that are independent of t whereas for the biharmonic problem this
is not an issue. Second, here we have to borrow some techniques for weakly symmetric
methods for elasticity because of our choices of spaces which again did not arise in [15].

In [15] for the biharmonic we were able to prove that the projection of the error of
the variable u superconverges with two orders higher than the optimal estimate. This
allowed us to define a local post-processing procedure that produces a new approximation
to u that converges with two orders more than the original approximation to u. Such
estimates are based on a duality argument and certain regularity needs to be assumed. For
the biharmonic problem such regularity estimates are known. However, for the Reissner-
Mindlin problem the elliptic regularity results depend on the thickness ¢ which does not
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allow us to prove such great results for the transverse displacement. Nonetheless, we define
a post-processing procedure for the Reissner-Mindlin problem and we observe numerically
that convergence rates are much faster than the original approximation. We do, however,
prove that the post-processed approximation for the rotation converges faster than that of
the original approximation.

2. THE METHOD

We assume that T}, is a shape-regular triangulation 2. Moreover, we define the following
function spaces.

Wy :={w € L*(Q) : w|x € P¥(K), for all K € T},},

Q) ={m € L*(Q) : m|g € P*(K), for all K € Tp,},

Y, ={v € H(div,Q) : v|x € RT*(K) for all K € T},},

Z, -={sc H(div,Q): s|x € RT*(K) —I—Zk(K) for all K € T},
A, ={ne L) :n|x € A¥(K), for all K € Ty}

Here L*(Q2) = [L?*(Q)]?, and L*(Q) = [L?(Q)]**2. Moreover, H(div,) are 2 x 2 matrix-
valued functions such that each row belongs to the space H(div,{2). The space of poly-
nomials of degree less than or equal to k is denoted by P*(K) and P*(K) = [P*(K)]?
and P*(K) = [P¥(K)]?*2. The space RT*(K) = PM(K) + P¥(K)x is the Raviart-

Thomas space of index k. Also, A¥(K) := {n:m+n" =0andn € P¥(K)} and
Ak(K) ={ne A"K): (nv)x =0forallve P*(K)}. Finally, for k > 1

_Zk(K) = curl (curl (Ak(K))bK),

where b = A; A2 \3 is the bubble function of K with s the barycentric coordinates of K.
Here we used the following notation

L (917712 - 327711 L dowy  —O1wy
curl (n) := (817722 B 827721) and curl (w) := (82102 —31102) ,

for a matrix n and for a vector w. Note that curl(n) is a vector whereas curl (w) is a
matrix.
For k = 0 we define

Z(K) :={s € P'(K) : sn-t|p is constant on each edge F of K},

where t is a unit tangent vector of F'. We note that dim(ﬂk(K)—l—Zk(K)) = dim(RT"(K))+
(k+1) for k > 1, but dim(RT"(K) —I—ZO(K)) = dim(RT°(K)) + 3 for k = 0. We further
note that the pair of spaces Q,, x A4, x Z, for k > 1 are exactly the ones used in [2, 24]
for elasticity with weakly imposed symmetry. For & = 0 we use the reduced lowest order
element Q) X A, X Z, given in [10]. Finally, note that W), x ¥, are the Raviart-Thomas
spaces for Poisson’s problem.

Now we can define our method.
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It finds (uh,qh,rh,gh,gh,ah) eEW,LxQ,xQ, xA xXZ x%, that satisfy

(@5, v) + (up, V - v) =0, (2.2a)
(Azy,8)+ (rn, V-8) + (p,,s) =0, (2.2b)
—(op,m)+ (m,V-z,) =0, (2.2¢)

(rn — ay, d) — (o, d) =0, (2.2d)
(w, V- o) =(f, w), (2.2¢)

(21, m) =0, (2.2f)

for all (w,m,d,n,s,v) € W), x Q), x Q,, x A, X Z;, x Zj,.
For matrix-valued functions we used the notation

(z,8):= Z (2,8)K, where (z,8)k := /Kg(ar;) : 8(x)de,

where : is the Froebenius inner product. For vector-valued and scalar-valued functions we
use similar notation.

We prove that the method is well defined, but first we state a standard result that can
be found in [17].

Proposition 2.1. Ifv e ¥, and V-v =0 thenv € ¥, N Q,,.
Moreover, we need the following proposition.

Proposition 2.2. Given any w in Q,, and ¢ in A, , there exists a T in 4, satisfying

V.-1=w, (2.3a)
(t,n)=(,n), Vne A" and (2.3b)
7] 2 < C([|lwll 2 + 1€ 22()) (2.3c)

where C only depends on the shape regularity of Tp.

For the proof of this proposition see (2, 24] for £ > 1 and [10] for k£ = 0.
We can now prove that the method is well defined.

Theorem 2.3. The mized method (2.2) is well defined.

Proof. Since (2.2) is a square linear system it is enough to prove uniqueness. To this end,
we assume that f = 0 and we define the norm

||§||%2(Q;A) = (As, 8).
Note that by the fact that f = 0, (2.2e) and by Proposition 2.1 we have that
V.o,€e3,NQ,. (2.4)
Then, we see that
HEhH%?(Q;A) =—(rn,V-2,) = (p,.2,) by (2.2b)
= —(op,ThH) by (2.2c) and (2.2f)
= —(on,q,) — (on,Th — qy)
= (up,V - o) —t*(on, 0,) by (2.2a), (2.4) and (2.2d)
= —t*(ap, o). by (2.2e)
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This shows that z, = 0 and o, = 0. Moreover, (2.2d) shows that r, = gq,,.
From (2.2b) we get

(rp, V-8)+(p,,8) =0, forallse Z,.

Applying Proposition 2.2 we have that r, = 0 and p, = 0. Hence, g, = 0. By (2.2a) we
have

(up,V-v) =0, forall ve3,.

Since the divergence operator is onto from 3, to W) we have that u; = 0. OJ

3. HyBRrRID FORM

We introduce the hybrid form of the method. This will allow us to remove all the
interior degrees of freedom and have a formulation for only the Lagrange multipliers that
approximate u and 7 on the edges of the triangulation. However, the other variable can be
recovered element-by-element once we have solved for the Lagrange multipliers. We follow
closely our first paper [15] where we used the notation used in [23].

We need to define the following non-conforming versions of ¥, and Z, .

Y, :={v e L*(Q) : v|x € RT*(K) for all K € T,},
Z, ={sc L*(Q): s|x € RT*K) + Z"(K) for all K € T,}.
We also need to define the Lagrange multiplier spaces

My, :={p: p|p € P*(F) for all faces of F of Tj,, p = 0 on 09}.

For k£ > 1 we define

M, = {p: p|lp € PF(F) for all faces of F of Ty, u = 0 on 90},
and for k£ = 0 we define
My, = {p: p|lr € PY(F) and p - t|r is constant on all faces of F' of Ty, = 0 on 90},

where here ¢ is a unit tangent vector to F'. .
The hybrid method finds (un, qp,, Th, P, Zn, Ony Any n) € Wi X Q) X Q) X A, X Z X
3, x M, x M, that satisfy

(g, v) + (up, V-v) — (A, v-n) =0 (3.5a)

(Azy, 8) + (ri, V-8)+ (p,,8) — {an, sm) =0 (3.5b)
—(op,m)+ (m,V-z,) =0 (3.5¢)

(ry — q,,,d) — t*(o,d) =0 (3.5d)

(w,V - o) =(f,w) (3.5e)

(21,m) =0, (3.5f)

(on-mn,pu) =0, (3.5g)

(z,n, pu) =0, (3.5h)

for all (w,m,d,n,s,v, 1, k) € Wi, x Q) X Q), X A, X Z, x Ty x My, x M,
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Here we used the notation

)= 3 [ o)) ds

KeTy,

Note that equation (3.5g) implies that o, - n is single valued across edges. Similarly,
z, n is single-valued across edges by (3.5h). Note that by our definition of Z, for k = 0
we needed M, to contain more than piecewise constants.

The following result easily follows.

Theorem 3.1. The problem (3.5) is well defined. Moreover, let (uy, q,,, Thy Pys Zs Ohs A ayp) €
Wi x QX Q) x A, X Z x 3, x My x M, be the solution to (3.5), then (un, gy, Thy Py s Z1, Oh)
is the solution to (2.2).

The hybrid form will allow us to eliminate locally (un, gy, Thy P Zps o) to get a final
coupled system for (A, ). In order to describe the result we introduce local solvers. First
for m € M, let (ul(m)> Ql(m)> Rl(m)> Ll(m)> Zl(m)> Sl(m)) € Whx th Qh XAh XZh XX

solve

(Qi(m),v) + (u1(m), V- v) =(m, v - n), (3.6a)

(Z,(m), s) + (Ri(m),V - s) + (L;(m), s) =0, (3.6b)
—(S1(m),m) + (m,V -Z,(m)) =0, (3.6¢)

(Ri(m) — Qi(m),d) — #*(S1(m), d) =0 (3.6d)
(w,V - S1(m)) =0, (3.6e)

(Z,(m),n) =0, (3.6f)

for all (w,m,d,n,s,v) € W), x Q, X Q, X A, x Z, x .
Similarly, for p € My, let (uz(m), Qa(m), Ra(m), Ly(m), Zy(m), Sa(m)) € Wi x @), x
Q) X A, X Z, x X, solve

(Q2(p), ) + (u2(p), V - v) =0, (3.7a)

(Zy(p), 8) + (Ro(p), V - 8) + (Lo(p), 8) =(m, 8M), (3.7b)
—(Sa2(p), m) + (M, V - Zy(p)) =0, (3.7¢)

(Ra(pt) — Qa(p), d) — #(S2(m), d) =0, (3.7d)
(w,V - Sa(p)) =0, (3.7e)

(Z,(p),m) =0, (3.71)

for all (w,m,d,n,s,v) € W), x Q, X Q, X A, x Z, x .
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Finally, let (us(f), Qs(f), Rs(f). Ls(f), Z5(f),S5(f)) € Wi x Q), x Q) x A, x Z, x X,

solve

(Qs(f),v) + (us(f), V- v) =0, (3.8a)
(Z5(f), 8) + (Rs(f), V- 5) + (Ls(f), 8) =0, (3.8b)
—(Ss(f),m) + (m, V- Z,(f)) =0, (3.8¢)

(Rs(f) — Qs(f), d) — #*(S5(f), d) =0, (3.8d)
(w, V- S5(f)) =(f, w), (3.8¢)

(Z5(f),m) =0, (3.8f)

for all (w,m,d,n,8,v) € Wy x Q, X Q, x A, x Z, x X,
Now that we have the local solvers we define three bilinear forms. For m, u € M} and
w,l € M} define

a(m, p) :==(AZ,(m), Zy (1)) + *(S1(m), S1(w)),
c(p, 1) :=(AZy(1), Z5(1)) + (S2(n), S2(1)),
b(m, ) :=(AZ,(m), Zy(p)) + (S1(m), Sa()).

The following problem allows us to find the Lagrange multipliers A\, and a,.
Let (An, ap) € My, x M, solve

a(Ap,m) + b(m, o) =(f,u1(m)), (3.9a)
b(An, ) + clan, p) =(f, uz(p)), (3.9b)

for all (m, pu) € My, x M,

It is clear that dim(M,) = (k + 1) N. and dim(M}) = 2(k + 1) N. for £ > 1 while
dim(M ;) = 3 N, for k = 0 where N, denotes the number interior edges. Hence, (3.9) gives
rise to a linear system with 3(k + 1) N, unknowns for £ > 1 and 4 N, unknowns for k = 0.

Now we arrive at the main result of this section. The proof is found in the appendix.

Theorem 3.2. The problem (3.9) is well defined. Moreover, if (An, ap) € My, x M, solves
(3.9) and if we set

up, =uy(An) + ua(ay) + us(f), (3.10a)
g, =Q1(An) + Q) + Qs(f), (3.10b)
Th —Rl()\h) + Rao(an) + Rs(f), (3.10c)
=L, (An) + Ly(an) + Ls(f), (3.10d)

z, _Zl()‘h) Z,(ouw) + Z5(f), (3.10e)
on =S1(\n) + Salay) + S3(f), (3.10f)

then (uh,qh,rh,gh,gh,ah,)\h,ah) EWL X Q) xXQ, XA xZ xX,x M,x M, solves
(3.5).

What this result says is that in order to solve our mixed method (2.2) we need
only to solve the problem (3.9) for A\, and aj. Then, we can recover all the variables
(Uhs @ps Ths P, 24, O1) element-by-element which can be done in parallel.
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4. ERROR ESTIMATES

In this section we prove error estimates for all the variables. We start by writing the
error equations

(g — gy, v) + (u—up, V- v) =0, (4.11a)

(A(z —2,),8) +(r —rp,V-5)+(p—p,,s) =0, (4.11b)
—(o—0op,m)+(m,V-(z-z,)) =0, (4.11c)
(r—gq—(rw—qy),d) — (0 — o, d) =0, (4.11d)

(w, V- (o —0op)) =0, (4.11e)

(z — z4,m) =0, (4.11f)

for all (w,m,d,n,v,5) € W), x Q), x Q,, x A, X X, X 4, .
We will use the Raviart-Thomas projection (see [36, 35]) IT : H(div;2) N L*(Q2) — X,
for some p > 2 which satisfies the commutative property

V:-(Mv)=PV -v, (4.12)

where P is the L?-projection onto Wj,.
Moreover, the following approximation property holds

||’U — H’UHLZ(Q) S hTH’UHHr(Q), (413)

for1<r<k+1.

We let IT denote the matrix version of II where II acts row-wise. Moreover, we let P
be the L?-projection onto @, and P is the L?-projection onto A, .

Since IT is not L2-stable and derivatives of & may not be bounded independent of ¢,
we will use the recently introduced [19] smoothed projection IT® : L*(Q) — X; see also
[11, 37, 38]. It satisfies the commutative property

V. (II°v) = PV - v, (4.14)

where P° is a projection onto Wj,. It is important to note that P # P. These projections
have the following invariance property P°w = w for all w € W), and ITI°v = v for all v € X,.
Finally, the following approximation properties hold for v € H"(2) and w € H"(2)

||’U — HS’UHLZ(Q) S ChTH’UHHr(Q), (415)
and
Jw — Pw| 12(0) < C I |w| g,

for0<r<k+1.

The projection IT°, in contrast to the Raviart-Thomas projection I, is defined for
functions in L*(Q). However, ITI® is no longer defined locally on each element.

Before proving estimates for z and p we first need to prove some important lemmas.
We start by proving an estimate for p __Bh in terms of z — z,,.

Lemma 4.1. We have

lp = p,llz@) < Clz = 24ll2@) + [ e = pll2@)- (4.16)
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Proof. Let T be from Proposition 2.2 with w = 0 and { = Pp —p, .

IPp—p, 2200y = (Pp—p,,Pp—p,)

)= (
=(Pp-p,,T) by (2.3b)
= (

p=p, 1)+ (Pp—p7T)
= —(A(z — 2z,),T) + (Pp— p,T). by (2.3a) and (4.11b)

The result now follows from (2.3c), the fact that A is bounded and the triangle inequality.
O

Since we now have a bound for p — p, in terms of (z — z,) we will not need to use a
projection onto the full space of Z, , but only to the Raviart-Thomas part of that space.
This is the approach used in [32] for linear elasicity.

We now prove error estimates for the variable r in terms of the errors for z and p.

The first result bounds the jumps of Pr — r,. B

Lemma 4.2. Let F' be the common edge of two elements K, K' € Ty. Then,
[(Pr—ri)lic — (Pr—rilicllizm < Ch21z = z4lliorn + o= o, o), (417)

where hg is the length of F'. Moreover, if F' is an edge of K € T, and F' belongs to the
boundary 0S) then

1Pr— ralliey < C (12 — 242 + o — p, 20 (4.13)
Proof. We only prove (4.17). In order to do so, set
= (Pr—ry)lx — (Pr—ry)|k. (4.19)

We will also need to define s € Z, in the following way: First, s|x € RT*(K) solves

(s,v)k =0 for all v € P*(K), (4.20a)
(smsc, ) = (3, ) for all s € PH(F), (4.20b)
(smk, e =0, for all u € P*(G), for all edges G of K and G # F, (4.20¢)

where here ng is the outward unit normal to K. Here Mk(K ) is the set of matrix-valued
functions such that each row belongs to RT*(K).
Then, define s|x» € RT*(K') as follows

(s,v)r =0 for all v € P*(K'), (4.21a)
(sngr, p)p = —(, pw)p for all p € PH(F), (4.21b)
(smpr, ) =0 for all u € P¥(@), for all edges G of K" and G # F.  (4.21c)

Finally, set

A standard scaling argument gives

18]l 2xurry < Chi 2|9l 2 (4.23)
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We then obtain

19l L2y =(a, )

=((Pr —74)|k, snk)r + (Pr — r)|k, Sngr) F

:/ (Pr —rp) - sng + / (Pr —rp) - sng by (4.20c),(4.21c¢)

oK oK'
=(Pr—r,,V-s)k+ (Pr—ry,V-s)k by (4.20a), (4.21a)
=(Pr—mr,,V-s) by (4.22)
=—(Alz—2z,),8)—(p—p,.5) by (4.11b)

Therefore,

11122y < (2 = 2ullz2corn + Lo = oyl 2corn) I8l 2oy
The result now follows if we apply (4.23). O

The next result controls the piecewise gradient of Pr — r},.
Lemma 4.3. For every K € Ty, the following estimate holds
IV(Pr — 7)) < Clllz — 24l 20) + 2 = £y 2216 -
Proof. Define s|x € RT*(K) as the solution to
(5,9)x = (V(Pr —1,),v)x for all v € P (K), (4.24a)
=0

(sny, ) r for all u € P¥(F), for all edges F of K. (4.24b)
Also, set
slavk = 0. (4.25)
Clearly, in this way s € Z, .
IV(Pr — )20 =(V(Pr —74), 5) by (4.24a) and (4.25)
=—(Pr—mr,,V-3) by (4.24b) and integration by parts

=(A(z —2z,).8) + (p—p,.s). by (411b)
Therefore,
IV(Pr — i) |720) < Clz = zpll 2y + 12 = 2y 2 |18 ]| 2 6) -

The result now follows from |[|s||;2x)y < C'||V(Pr — r1)| 2(x) which in turn follows from
a standard scaling argument. O

We will also need the following trivial bound.
Lemma 4.4. We have

|Pr — rillze < Clllz = zilliz + I — p,l200): (4.26)
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Proof. There exists s € H'() that satisfies

V.-s=Pr—m, on €, (4.27)
with
sl < Cl[Pr — rallL2(0)- (4.28)
Hence, using
| Pr — rh||%2(9) =(Pr —rp,V -s) by (4.27)
=(Pr —ry, V- 1s) by (4.12)
=—(A(z—2z,),s)— (p—p,, s) by (4.11b)

—(
The result now follows after we use (4.13) with » = 1 and (4.28).

We also need the following Helmholtz decomposition; see for example [33].

Proposition 4.5. Let v € H(div, Q). Then, there exists ¢ € H}(Q) and p € H(Q) such

that
v = V¢ + curl p,
with
10l 1) < IV -vlla-1a), (4.29)
and
1Pl < Cllvllr2@)- (4.30)

In fact, in the proposition above ¢ € HJ(£2) solves

ANp=V-v on
From this equation we clearly see that the estimate (4.29) follows.
We will need to define an auxiliary function. By the above lemma there exist § € H}(Q)
and q € H'(Q) such that
o =V +curl g,
where A0 =V -0 = f.
We define the auxiliary function o as
& =Vl + curl g,

where € H}(Q) is defined as the unique solution to A =P f. Note that as a consequence
V -0 = P f. Furthermore, we have

lo = &ll2) = IV0 = VOl 12) < CIf = Pl (4.31)

where we used that A(§ — ) = f — Pf and an energy argument.
Finally, we prove a simple but important lemma.

Lemma 4.6. We have,
V- (II°¢ — o) =0, (4.32)
and
M°6 — 0, €, NQ,. (4.33)
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Proof. Using (2.2e) we have that V - o, = P f. Using the commutative property (4.14) we
have

V- -II°6 =P°V.-6=P°Pf=Pf,
where in the last equation we used that P f € W},. This proves (4.32), and (4.33) follows
form Proposition 2.1. O

4.1. Error estimates for z and p. In this section we prove optimal error estimates for
z and p independent of the plate thickness ¢. We start this section by stating the main
theorem of this section and a simple corollary.

Theorem 4.7. We have

1
Iz =zl + (P —71) = (Pq = qu)ll2@ + o — £, lz2)

<C(|Hz - zll12) + o = Pplliz@) + (h + 1) [lo = 0| r20) + | f = P fllu-1().
(4.34)
The following corollary easily follows from this theorem.
Corollary 4.8. Forany 1 <rg<k+1 and0 <ry,ry,r3 < k+ 1 we have

1
Iz = zllz2@ + (P —71) = (P — @iz + I = o, l2)

<O (R |7l grvo ) + 0™ (o (s ) + 272 o[y + B | fllama )

Here we used that ||z o) + [|pllao@) < Cllr|lgitn@). Note that Corollary 4.8
provides optimal error estimates for z and p. In general the norms on the right-hand side
of the above corollary depend on t. However, in the case that €2 is convex the following
regularity result holds (see [27])

lollz) + tllolue) + [[rla2@) < Cllfll2@)-
Hence, choosing rg = r1 = 1 and 7o = r3 = 0 in Corollary 4.8 we get the first-order
convergence result independent of the plate thickness
12 = zullr20) + |2 — P, llL2() < Ch|f]12(0)-
In the remainder of this section we prove Theorem 4.7.

Proof. (Theorem 4.7)
We have

|z — 2, 7200 =(A(z — 2), Iz — z,) — (Pr — 74,V - (0z — z,))
—(p—p, Iz - z),) by (4.11b)
=AMz - z),dz — z,) — (6 — on, Pr — 7))
—(p—p,, Iz~ z,) by (4.11c)
=AMz —z). 0z —z,) — (6 —on, Pr—r, — (Pq—q,))

~—

_(O-_O-hapq_qh)

1
=Alz - z) Oz — z,) - 5 [|(Pr—m) — (Pg - a)ll72 o)

|
)
|
o
=
|
Iy
|
N}

h

p—p,, Iz —z,)— (I1°6 — o), Pq —q,)
o—-6,Pq—q,)— (6 —11°6,Pq —q,,). by (4.11d)
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We simplify one of the terms above.
—~(I1°¢ — o4, Pg—¢q,) = — (II°6 —0n,q—q,) by (433)
=(u—up, V- (1196 — 1)) by (4.11a)
=0. by (4.32)

Hence, we obtain

1
Iz — 2, [172(0.0) + f—QII(PT — 1) — (Pq—q,) 720
=AMz —z),dz—z,) —(p—p,, z — 2,)

—(0-6,Pqg—q,)— (6 —11°6,Pq — q;,). (4.35)
Bounding the first term we get
Az - z),z - z,) < Oz — 2|12 |z — 2|20 (4.36)

In order to bound the second term on the right of (4.35) we use (4.11f) to obtain
~(p—p, z—~2,)=—(p— Pp, Iz~ z,) — (Pp—p,, Iz — z,)
=—(p—Pp, Iz —2,) — (Pp—p,, Iz — z).
We can then use (4.16) to arrive at the following bound
—(p—p,. Iz —z,) <C(|lp — Ppll120) + |z — 2||r20)) [ Iz — 2} 12()
+C(|Hz = zl|lr20) + llp = Ppllr2) |1z — 2[|120).  (4.37)

To bound the third term on the right of (4.35) we use the triangle inequality (4.31)
and (4.26) to get

B N 1
—(o0—0,Pq—q,) <t||f — P fllu—19 ;H(PT —71) — (Pq—q,)|| 20

+COf =P flla-o(llz = znll2) + 2 = pll2@)- (4:38)

We now bound the last term of (4.35). To this end, we apply Proposition 4.5 with v =
& — IT1°6 and have p € H'(Q) such that

& —II°6 = curl p.

Note that we used that V- (6 —II°¢) = P f — PSP f = 0.
We let I be the Scott-Zhang [39] linear interpolant that has the following property

lp — I pllr2) + hllp — Ipll ey < CW||pl iy, (4.39)
for y =1,2.
We note that curl Ip € 3; N Q) and see that
—(curl p, Pq — q,) = — (curl (p — Ip), Pq — q;,) by (4.11a)

= — (curl (p — Ip), Pr —r})
— (curl (p — Ip), Pq — q;, — (Pr —})).

The last term is bounded in the following way

all . 1
—(curl (p—1Ip), Pg—q),— (Pr—m)) < C1]6 1176 || 12(q) FIPa—a,—(Pr—ri)|@,
where we used (4.39) and (4.30).
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To bound the other term we use integration by parts to get
—(curl (p — Ip), Pr —ry) = —((p — Ip), cwrl (Pr — 7)) — (p — Ip, (Pr —4) - t),

where ¢ when restricted to an element K € T}, is the unit tangent vector of JK.
The first term above can be bounded using Lemma 4.3, (4.39) and (4.30)

~((p = Ip),carl (Pr — 1)) < Chllg — %G| 2(0) (12 — 2allz2i0) + 2 — p,ll2(@)-
The second term can be bounded using and Lemma 4.2, (4.39) and (4.30)

(p—1Ip, (Pr—my)-t) < > |Ip = Ipllamlli(Pr — ru)ll )
Feé&y

<Chlle —11%6 ]| 20 (112 — zull2@ + lp = 2, 2(@)-

Here &, is the collection of faces of the triangulation 7T;, and 7 is the jump operator on
interior edges and the identity on boundary edges. More precisely, if F' is an interior edge
and K, K’ € T, share F' then

J()|r =|(v|x —v|k)|Fl,
and if F'is a boundary edge then
J(v)|r =vlF.

Hence, we obtain
—(6 —Tl6,Pq—q,) < Chll6g —11°6 |12 (|2 — 24ll22) + 2 = 2, | 20»)

A N 1
+ Cilo -6 || 120) 7 |(Pr —7u) — (Pq — q;,)|l 120

If we use (4.16) we have
—(6 -I1°6,Pq—q,) < Chl6 - HS&HLZ(Q)HI_TE = zpll 120
+Chll6 — 1% || 20y (| H 2z - 2|l 22) + | — Ppllr2)
+Ctlle — %6 12(0)) % [(Pr —rn) — (Pq — a)l|r2(0)-
(4.40)
Combining (4.36), (4.37), (4.38), (4.40) and (4.35) we arrive at

1
|z — 2|2 + ;H(PT —71) — (Pq — qy)l|r2(0)
<C(|dz - z|lr2( + [lp — Ppllr2c) + | f = P flla-1@) + (A + t)|lo — HS&HLZ(Q))a

where we used that ¢ is bounded and that A is positive-definite.
Using the triangle inequality, (4.15), and (4.31) we have

|6 — 11°6 || 12() <|lo — T ||12(0) + [|(6 — o) — I (6 — &) | 12(0)
SHO’ — HSO'HLZ(Q) —I—CH& — UHLZ(Q)
<|lo — 0|20y + C|If = P flla-1(0)-



MIXED METHODS FOR RIESSNER-MINDLIN 15

Hence, using that h + ¢ is bounded we have

1
Iz = zpll2@ + Z[(Pr —71) = (P — ap)l2)

<C(|Hz - 2l + o — Ppllz@ + If = P flla-r@ + (h+1) [lo = 0| 12(a).-
(4.41)

To complete the proof we note that by (4.16) and (4.41) we can also bound [|[p—p, [[2(q)
by the right-hand side of (4.41). O

4.2. Error estimate for u, r, ¢ and o. We will prove optimal error estimates for wu,
r, q and sub-optimal error estimates for . Our numerical experiments show that these
estimates are sharp.

The next theorem is a consequence of Theorem 4.7.

Theorem 4.9. For any 1 <ro < k-+1and 0 <ry,ro, 73,74 < k+ 1, we have

|r — 7“h||L2(Q)
<Ch'o ||r||H1+TO(Q) +Cth™ ||0'||H7‘1(Q) + C hitr ||0'||H7‘2(Q) + C hitrs ||f||Hr3(Q). (4.42)

and
la — apllzz) + llu — unll L2 (0
<CH iy + CER™ ooy + C B4 [ollirs() + C R [ f s
+ h?‘4 ||u||H1+r4(Q). (443)
Also,

lo = onllrz) < C V- Mz = 2,)ll20) + T°0 = ol 2 + |f = P flla-1()- (444)
If the mesh is quasi-uniform, then

o — o2 <
ChO 7| o) + CER ol grvay + C R ||oll @) + C W2 (| fllars ). (4.45)

Proof. (Theorem 4.9)
By Lemma 4.26 we have

7 —7rillrz) < C(llz — zull2@ + e — o, 22 + [P — 7ll12(0))-

If we apply Corollary 4.8 we get (4.42).
Using (4.11a) we can easily prove that

[Py — upllr2(0) < Cllg — qpllz20),
and since
la = @l <IPr=7illiz + |1 Pr—ra = (Pq = @)l

we can prove (4.43) by using Corollary 4.8, (4.42) and using that ||q||rm ) < C|lul|grtrq)-
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In order to prove (4.44) we use (4.33) and (4.11c)

+ (0 — 04, I1°6 — o})

+(V- (lz - 2,), 1°6 — 04)
+(V- (lz ~z,),0 —o4)

+ (V- (z - z,),11°6 — o)

lo = oul32) =(o — 0w, 0 — I
)

\_/\_/\_//-\

—(o0 —op,0 -1
o

—(o — oy, 0 — 11

where we also used the commutative property (4.12). This provides the following estimate
lo = anllrz) < CUIV - (Hz - 24)llr20) + 1176 — ol 12(0)).
Finally, if we use the triangle inequality, (4.15) and (4.31) we get
%6 — o|r2(0) <C(|I¥0 — o|l12(0) + [TI°(6 — 0)[|12(0)
<O(|1¥0 — |20 + |6 — ol 12(0))
<O(|0 — a2 +If = P flla-1e), (4.46)

which in turn proves (4.44).
We can then use the inverse estimate

IV - (Hz — z,)| 2@ <

= Q

[Tz — 2z 12(0),
and apply Corollary 4.8. This proves (4.45). O

4.3. Superconvergence of Pr — r;. In this section we prove a superconvergence result
for Pq — q,, under the assumption that €2 is convex. In order to do this we use a duality
argument. We need to define the problem

~V - (Ce(0)) — Xt 7*(Vw—60) =Pr —r, in(Q, (4.47a)
—M72V - (Vw — 0) =0 in Q, (4.47b)
6 =0 on 02, (4.47¢)
P =0 on Of). (4.47d)
We let
v =—t"%(Vw—8). (4.48)
Then the following regularity result holds (see for example [27])
IYl[200) + V) + 101 m20) + 1wz < ClPr —rallr29)- (4.49)
Moreover, since V -4 = 0 we also find in [27] that there exists m € H'(Q) such that
~ = curl (m)
with
[ml[ @) + tlmllm @) < CllPr — 742 (4.50)

We will also need the following proposition.
Proposition 4.10. If 1 € ¥}, then there exists v € Q,, such that for every K € Ty,
[t — vl 120y < Chi ||V -9 — PEIV 4| 2y,
where P™ is the L? projection onto the space
W= {w e L*(Q) : w|x € P™(K), for all K € T} form >0,
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and Wt = {0}.

One can prove this result for example by letting v = IT° ey where IT5™ is the projec-
tion introduced in [21], noting that ¢ = ITyp and then following the proof of Proposition
2.1 (vi) in [20].

Theorem 4.11. For Q) conver we have
1Pr — il r20) <Ch(|Hz = 2| 120) + lp = Ppllr2o) + (h +1) o = T || 12(0)
+Ch(h™|[f = P fllez@ + b | f = PP flle@ + I1f = P flla-o),
where U, =0 if k=0 and l, =1 if k > 1.
Before proving Theorem 4.11 we state a simple corollary.

Corollary 4.12. Assuming €) is convex we have for any 1 <ro < k+1 and 0 < ry,r9, 73 <
kE+1

|Pr — 74l 2y < Ch(R™ [[7||griro ) + T ol am@) + B2 ol ar@) + B2 (| fllams @),
where U, =0 if k=0 and (, =1 if k > 1.

This result shows that Pr —rj, converges with one order more than r — . For smooth
solutions we should expect that Pr — 7, converges with order k£ + 2. We exploit this later
with post-processing.

Proof. (Theorem 4.11) Let

As = €(0). (4.51)
Then, we see by (4.47a)
—V.-s+v=Pr—nr (4.52)
Hence,
| Pr — rh||%2(9) =—(Pr—ry,V-8)+ (v,Pr—r) by (4.52)
=—(Pr—ry,V-IIs)+ (v,Pr —ry) by (4.12)

(p—p,. s)+ (Alz — z,,), Is) + (v, Pr —7;) by (4.11b)
=(p—p,, Is)+ (z — z,,As) + (A(z — 2,,), ITs — 3)
+ (v, Pr —ry),
and by (4.51) we have
| Pr —rhl|720) = To+ T+ To + T, (4.53)
where
Ty :=
T, =
Ty = Z — &zp), 44
Ts :=(v, Pr —r3).
We first bound 7. By using that s is symmetric and p — p, is anti-symmetric we have

To=(p—p,  Hs—35) <Chlp—p |2@lslaw < Chllp—p, |2l Pr — 7ull2),
" " " (4.54)
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where we used |[s||g10) < C'[|0| g2 and (4.49).
By using (4.13), the fact that ||s|| 1) < C ||| m2(0), and (4.49) we get

Ty < Chllz = zplle@llsll e < Chllz — zpll2@l[Pr — 7all 2 )

If we let n = (VO — (VO)") /2 we see that
T =(z—2,,VO0) — (2 — z,,m)
Z—(V'(Z—Zh)ﬁ)—(z—zh,g—l_’ﬂ) by (4.11f)
— (0 —04,0) = (01 —V-2,,0) = (2 —2,,n— Pn)
— (0 —on, V) — (6 — on,7)
—(

op,—V-2,0—-PO)—(z—z2,n— Pn) by (4.48) and (2.2¢)

=V (o —on),w) = (Pr—ry) — (Pq—gq,), Py)
—t*(o —on,y—Py)— (04— V-2,,6 — PO
—(2—2,,nm— Pn) by (4.11d)
=Ty, — T3+ T5s + Ts + T7 + T,
where
Ty:=(V (o —o0op),w),
Ts :=(Pq — q,,, P),
Te .= —t*(0 — on,v — Pr),
T; . =—(orn,—V-z,0— P0),
Ty .=~ (2 — z,,n— Pn).

Hence,
T+ T3=T,+T5+Ts+T7 + Tg.

We now bound 7; for 4 < ¢ < 8.
Since V - (60 — o) = f — Pf we have

Ty =(f — Pf,w— Pw) < ChM™ || f = Pfll 20 [|w] s2e)
<CR"™ || f = Pfllr2o |1 P — 71l 29,

where /p, =0 if k=0 and ¢, = 1 if £ > 1. Here we used (4.49).
By the definition of P we have

Ts = (Pq — q;,7).
Therefore,
Ty — (Pq — g, curl (m)) = (Pq — g, curl (m — I'm)),

where we used curl (Im) € X, N Q,,, the definition of P and (4.11a).
Then, using integration by parts we get

T5 =(Pr — ry,curl (m — I'm)) + ((Pq — q;,) — (Pr — ), curl (m — I'm))

=(curl (Pr —r,),m —Im)+ (Pr —ry)-t,m—1Im)
+ ((Pq —q;) — (Pr —rp),curl (m — I'm)).

(4.55)

(4.56)

(4.57)
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Using Lemma 4.17, Lemma 4.3 and (4.39) we have
Ts <Ch(llz = zullr20) + 15 = sull2@)Imll a1

1 -
+Ch=ll(Pg —ay) = (Pr =)l tmllme@,
and using (4.50) we obtain

1
T5 < Oz =zl + e — 2, 220 +;H(Pq_qh) — (Pr—ru)[ 2@) (P —71) || L2 (0)-

By using (4.33) and the definition of P we have %)
Ts = —t*(0 — %G, 5 — Py) < Chillo = T°6 || 2oyt |7 10

By (4.49), (4.46) and using that ¢ is bounded we have
Ts < Ch(tllo = ¥ |2 + |f = P fla—r@) |1 Pr = rull20)- (4.59)

To estimate 77 we use that V - z, € Q,, and the definition of P to get
T = —(op, —v,0 — PO) < Ch'"™ |lo), — vl 1200 10| 5292
for any v € Q,,. Hence, using Proposition 4.10 and (2.2e) we get

Tr <CR|Pf =P fll iz [ Pr—mall i) < C B2 | f= P51 fll 2|1 PT =7l 20,

(4.60)
where we used that P*~! = PP*~! and P is L? stable. Finally, since ||9|/x1q) < |10 n2(0)
and (4.49) we have

Ts < Chllz = 2zl 20 [P — 7all 20 (4.61)
Combining (4.57), (4.58), (4.59), (4.60), (4.61), and (4.56) we get

T+ T3 <Ch(||lz - z,ll2c0) + [lp — Bh”LZ(Q))HPT — 7ull 200
1
+Ch ;H(Pq —qy) — (Pr—mrp)|[20) [ PP — 7hl[22(0)

+ Ch(h* |\ f = P fllizg + 5N f = P fllrz@) 1P — 7all 2
+Ch(t|lo =% | 120 + |f = P flla-1@) I1PT — 74l 120 -

Combining this inequality with (4.54), (4.55) and (4.53) we get
|1Pr —7hl[20) SCh(llz — 242 + 2 — o, 22(2)
1
+ Ch;H(Pq —q,) — (Pr —71)| 120

+ Ch(B | f = P flliz@ + 25| f = P flliae)
+Ch(to -0 2@ + |1f = P fla-rq)-

We complete the proof if we use Theorem 4.7. O
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5. POST-PROCESSING

Here we present a post-processing approximation for the transverse displacement and
the rotation. They are motivated by the good results we obtained in [15] for the biharmonic
problem. The main reason post-processing works well is that local averages (or projections)
of some errors converge faster than the error itself for these methods; see Corollary 4.12. In
the next section we present the numerical convergence properties of the new approximation.

We first need to define the following space

PIUMK) = {v € PUK) : (v,w)r = 0 for all w € P™(K)}.

We also need the vector-valued space P = [P (K)]>.
In order to define the post-processed approximation to u we need to define a post-

processed approximation to r. It is defined in the following way.
We define 7| x € P! (K) as the solution to

(V7 Vo) =(Az), +p,, Vo) for all v € PTH(K), (5.62a)
(ry,w)k =(rp, w)g for all w € PY(K), (5.62Db)
for all K € T3,.

Finally, we can define u}, the post-processed approximation to u. We define u}|x €
PE+2(K) locally by

(Vup, Vo) =(rf — 204, Vo) for all v € PPTPO(K), (5.63a)

(uf, w) g =(up, w)g for all w € P°(K), (5.63b)

for all K € T3,.

Note that Vu = r — #20, and therefore it makes sense to define u} as above. It is
easy to prove that r} and u} are well defined; see for example [15]. Moreover, following for
example [15], we can prove the following result if we use Corollaries 4.8 and 4.12.

Theorem 5.1. If Q is convex we have for any 1 <ro<k+1 and 0 <ry,ro,r3 < k+1
e =} ll2@) < Ch(R™ 7| grero) + th"™ o || mm@) + 272 ol + A7 | fllars @),
where U, =0 if k=0 and (, =1 if k > 1.

6. NUMERICAL EXPERIMENTS

In this section we provide numerical experiments in the case of k£ = 1 of our method to
test the robustness of the method for ¢ small. We take the semi-infinite plate example given
in [7]. However, we only consider the solution on € = [0, 1] x [0, 1]. Hence, we will not have
zero boundary conditions. Our method can easily be adapted to handle non-homogeneous
boundary conditions. We choose v =0, £ = 12, A = 6, t = 107% and the right-hand side
will be f = cosx. The solution u,r = (ry,75) are given by

u(z,y) = (1 F AT e 2T+ y)e Y — lg)\_ltze_y) CoS T
ri(z,y) = <—1 +eV —Lye ™V + LA e — AT HVI12 4 12 12+t2y/t> sin

ra(z,y) = <6_y +L(1—y)e ™ + LA e — A e 12+t2y/t> CoS T
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with

L=(—V12+ 82X = VI2+ 22+ 1) /m

ly =— \/m)\/m

ls=—At/m

m=vI12+2A+261> -2

The other variables can be found by differentiating and algebraic manipulations. We note
that the problem has a boundary layer along the line y = 0 for ¢ small. A thorough
discussion on boundary layers of the Reissner-Mindlin plate problem can be found in [8, 9].
The i-th mesh in our computation is a uniform mesh with mesh size h = %, see Figure 1
for an example.

FIGURE 1. Mesh 3, h =

As we see from Table 1 the L2-norms of the errors converge with optimal order k+1 for
all variables except o which converges with order k. From Table 2 we see that |[u—uj|| 12
and ||r — 7}/ z2(q) converge much faster than ||u — up||2(q) and ||r — 74| £2(q), respectively.
This is exactly the behavior we observed for the biharmonic problem as well. Finally, in
Table 3 we measure || Io — 0| L=y where I is the Lagrange interpolant onto piece-wise
linear functions. We see that the error measured in the max-norm does not decrease with
the mesh size. The reason for this is that o has a sharp layer near the boundary y = 0
since t is small. However, notice that the approximation in the L?-norm of o given Table
1 does not deteriorate.

7. DIFFERENT SPACES

Here we show that it is possible to use other spaces. The idea is to choose Q) x 4, x Z,
as stable spaces for elasticity with weakly imposed symmetry. In other words, they need
to satisfy the statement of Proposition 2.2. Then, one chooses W), x 3, as stable spaces
for the Poisson problem. Finally, one needs to link them with the following condition

{ve¥,: V.- v=0}CQ,. (7.64)
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TABLE 1. History of convergence, k = 1

mesh | lu—urllp2) | 1 —anllz@) | Im—Trll2@) | le—pllL2) | 12 = 2hll2@) | lo— onllLz)
i error order | error order | error order | error order error order | error order
1 .34e-2  0.00 .68e-2  0.00 .68e-2  0.00 .36e-2  0.00 .10e-1 0.00 .84e-1 0.00
2 .87e-3 1.96 A7e-2 1.96 A7e-2 1.96 .10e-2 1.85 27e-2 1.92 .49e-1 0.77
3 .22e-3 1.99 44e-3  1.99 44e-3  1.99 .26e-3 1.97 .68e-3 1.96 .27e-1 0.89
4 .5be-4  2.00 11e-3  2.00 11e-3  2.00 .65e-4  1.99 17e-3 1.98 14e-1 0.94
5 14e-4  2.00 .28e-4  2.00 .28e-4  2.00 16e-4  2.00 44e-4 1.99 Tle-2 0.97
6 .34e-5  2.00 .69e-5  2.00 .69e-5  2.00 4le-5  2.00 1le-4  2.00 .36e-2 0.98

To be more precise the following result holds.

Theorem 7.1. Suppose that Q, x A, X Z, are stable spaces for elasticity with weakly
imposed symmetry and suppose that Wy, x 3y, are stable spaces for the Poisson problem. If

TABLE 2. History of convergence of post-processed approximations

TABLE 3. History of convergence of o in the max-norm

mesh | [lu—upllp2) | 17— 77 llL2@)
i error order | error  order

1 .53e-4 0.00 | .89¢-3  0.00
2 .37e-5 3.86 | .12¢-3  2.93
3 .24e-6 3.95 | .15e-4  2.97
4 .15e-7 3.98 | .19e-5  2.99
5 .95e-9 3.99 | .23e-6 2.99
6 .62e-10  3.93 | .29e-7  3.00

mesh

i error

o = onllLe()

S TR W N

.84e+0
.84e+0
.84e+0
.84e+0
.84e+0
.84e+0

(7.64) holds, then the method (2.2) with such spaces is well-defined.

This result can be proved similar to Theorem 2.3.
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7.1. Other Examples. Example of spaces that lead to a well-defined method are the
following with £ > 1

Wy, ={w € L*(Q) : w|g € P"(K), for all K € T},

Q) ={m € L*(Q) : m|x € P (K), for all K € T),},

¥, ={v € H(div,Q) : v|x € RT* Y(K) for all K € T},},

Z, ={s ¢ H(div,Q) : s|x € P"(K) —I—Zk(K) for all K € T},
A, ={n e L*(Q) : n|x € A¥(K), for all K € Tp,}.

The triple Q), x A, X Z, are stable spaces for elasticity with weakly imposed symmetry
as shown in [29] for the the case k = 1 and in general in [31]. Moreover, W}, x 3, is simply
the Raviart-Thomas spaces for Poisson’s problem. By Proposition 2.1 we see that (7.64)
holds.

Another set of spaces are (k > 2)
Wy, ={w € L*(Q) : w|g € P"(K), for all K € T},},
Q) :={m € L*(Q) : m|x € P*(K), for all K € T},},
¥, i={v € H(div,Q) : v|x € P*(K) for all K € T},
Z, ={s € H(div,Q) : s|x € P*(K) + Z"(K) for all K € T;,},
A, ={n e L*(Q) : n|x € A¥(K), for all K € Tp,}.

In this example W}, x ¥, is the Brezzi-Douglas-Marini pair [14] for Poisson’s problem and
(7.64) holds trivially.

It is not difficult to carry out the error analysis of the resulting methods. For exam-
ple, Theorem 4.7 holds for these methods. Of course, now the projections have changed
according to the new spaces.

8. CONCLUDING REMARKS

We have developed a family of locking-free methods (one for each k& > 0) for the
Reissner-Mindlin problem. Based on the hybrid form, the only globally coupled degrees of
freedom are those of the rotations and displacement on the edges of the triangulation; see
(3.9). We should mention that the low-order non-conforming methods in [18, 22, 34] also
only have edge degrees of freedom for the rotations and displacement. It would be inter-
esting to see if there are connections between our family of methods and non-conforming
methods in the way mixed methods for the Poisson problem have been related to non-
conforming methods for Poisson’s problem; see [3] for example.

9. APPENDIX

Here we prove Theorem 3.2.

Proof. (Theorem 3.2)

We first prove that (3.9) is a well-defined problem for A, a;. Since (3.9) is a square
system we need to show uniqueness, so we let f = 0. If we let m = A\, and pu = o, and
add the two equations (3.9a) and (3.9b) we get

a()\h, )\h) + Qb()\h, ah) + c(ah, ah) =0.
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Using the definition of the bilinear forms a, b, ¢, this gives exactly
1Z,(An) + Zo(en)l[72(n) + E11S1(M) + S2(ewn)[[72() = 0,

which in turn gives us that

Z, (M) + Zy(6) = 0. (9.65)
and
S1 (M) + Sa(ay) = 0. (9.66)
Next we show that R;(\,) + Ra(a,) and L, (A,) + Ly () are identically zero. Indeed,
by (3.6b), (3.7b) (9.65) we have that

(Ri(Mn) + Ra(@n), V - 8) + (L (M) + Ly(@), 8) = (@, sm), (9.67)
for all s € Zh. In particular, for s € Z, we have
(Ri(Mn) + Ra(é), V - 5) + (Ly (Mn) + Ly(éu), 8) = 0.

Applying Proposition (2.2) with w = Ri(\y) + Ry(é&s) and ¢ = L, (M) + Ly(ap) we
have that Ry(\,) + Ra(ay,) and Ly (\y) + Ly(ary) are identically zero. Therefore, we have

(ap,sm) =0,

for all s € Zh. Since Zh contains the Raviart-Thomas space we can use the degrees
of freedom of the Raviart-Thomas space for k£ > 1 to show that a; = 0. However, for
k = 0 we need to use the degrees of freedom of all of Z, . Let us describe them here. Let
s € RT°(K) + ZO(K). Then, s is determined by the average of sn -t on each edge of K
and by the average and first moment of sn - n on each edge of K see [10]. Also, we can
write

0= {(ansn)=(a, -n,sn-n)+ (a,-t,sn-t).

By the definition of M" (fog" k =0) ay, -t is constant on edges and «, -1 is linear on edges,
hence, we can choose s € Z, appropriately to prove that oy, = 0.
We now only need to show that A\, = 0. To this end, we first note that by (3.6d) and
(3.7d)
(Q:1(An) + Qz(an),d) =0,

for all d € Q,. Here we used that Ry(A\;) + Ra(an,) = 0 and (9.66). This implies that
Q:(A\n) + Q2(ary,) = 0 which combined with (3.6a) and (3.7a) gives that
)

(u1(An) + uz(an), V-v) = (A, v - n),

for all v € 3. Using the degrees of freedom of the Raviart-Thomas space X, we can easily
show that A\, = 0. Hence we have proved that (3.9).

Next we assume Aj,, v, solve (3.9) and that un, gy, s, p,, 25, s are given by (3.10).
We then will show that (us, qy,, Thy P> Zhs Ohs Ay ay,) solves (3.5). To this end, using the
definition of the local solvers, we easily can show that (up, g, 7h, P, % Oh, An, o) satisfies
(3.5a)-(3.5f). Hence, by the uniqueness of (3.5) it is enough to show that

<0-h 'n, IU“> :0>
<§h n, l‘l’> :0>
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for all pu, p € My, x My, Therefore, if A\, oy, solves (3.9) we need to show that

((S1(An) + Sa(au) + S3(f)) - m, ) =0,
(Zy ) + Zalew) + Z4(f) 1 1) =0,
for all p, p € My x My,
This in turn follows from the following identities

(Ss(f) -, ) =(f, ua(p)), (9.68a)
(Z3(f)n, pm) == (f,u2(p)), (9.68b)
(S1(m) - m, p) = — (Zy(m), Zy(p)) — £*(S1(m), Sa(n)), (9.68¢)
(Zy(p) 1, 1) =(Z,y(p), Zy(r)) + £%(Sa(p), S2(1)), (9.68d)
(Sa(p) - m, p1) = — (Zy (1), Zy (1) — 13(Sa(pe), Su (1)), (9.68¢)
(Z,(0) 7, 1) =(Za(). Z4 (1)) + F(So(12), $1(1), (9.684)

which hold for all m, u € My, and p,r € My,
Since the proof of the above identities are similar we only prove (9.68a), (9.68¢c) and
(9.68e). To this end, we first note that by Proposition 2.1 we have that

Si(m), Sa(p) € XN Q,,. (9.69)
Then,
(f,ur(p)) =(ui(p), V - S3(f)) by (3.8e)

= — (Qu(n), Ss(f)) + (1, S3(f) - m) by (3.6a
= — (Ru(n), Ss(f)) = (Qu(p) — Ru(p), S3(f)) + (w, Ss(f) - )
= — (Ri(1), V- Z5(f)) + (S1(p), PS3(f)) + (11, S3(f) - m) by (3.8¢), (3.6d)
=(AZ; (1), Z3(f)) + (L1 (1), Z5(f))

+1%(S1(1), Sa(f)) + (1, Sa(f) - m) by (3.6b), (9.69)
=—(Rs(/), V- Zy (1)) — (Ls(f), Z, (1))

+1%(S1(1), Sa(f)) + (1, Sa(f) - m) by (3.8b), (3.8f)

— (Rs(f),S1(1)) +#(S1(w), Sa(f)) + (1, Ss(f) - m) by (3.6¢), (3.6f)
= —(Qs(f), S1(n)) + (., Ss(f) - m) by (3.8d), (9.69)
=(u3(f), V- S1(p)) + (1, S3(f) - m) by (3.6¢)
=(1, S3(f) - m). by (3.6e)

This proves (9.68a).
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(AZ,(m),Z,(p)) = = (Ru(1),V - Z,(m)) = (Ly (1), Z,(m)) by (3.6b)
= — (Ry(p), S1(m)) by (3.6¢), (3.6f)
= — (Qu(u), S1(m)) — 1*(S1(1), S1(m)) by (3.6d), (9.69)
=(u1(p), V - (S1(m))) — #(S1(n), S1(m))
— (1, 81(m) - m) by (3.6a)

This proves (9.68¢).
Next we prove (9.68e).

(AZy(p), Zy (1) = — (Ra(p Z
= — (Ri(n), S2(m)) by (3.7¢), (3.7f)
= — 1*(S1(p), S2(p))
+ (u1(p), V - Sa(p)) — (1, S2(p) - m) by (3.6a), (3.6d), (9.69)
= — *(S1(p), Sa(p)) — (1, Sa() - m) by (3.7d).

This proves (9.68¢). This completes the proof of the theorem.
O
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