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#### Abstract

In this work we introduce an a posteriori error estimator, of the residual type, for the unsteady advection-diffusion-reaction problem. For the discretization in time we use an implicit Euler scheme and a continuous, piecewise linear triangular finite elements for the space together with a stabilized scheme. We prove that the approximation error is bounded, by above and below, by the error estimator. Using that, an adaptive algorithm is proposed, analyzed and tested numerically to prove the efficiency of our approach.


## 1. Introduction

In this work we deal with the unsteady advection-diffusion-reaction equation. This kind of problems arises in many applications, for instance the transport of pollutant in a river. We are interested in the convection-dominate regime where a characteristic feature of the solutions is the presence of sharp layers (see [17]), for that reason we extended a stabilized method presented in [11], for the stationary case, to the parabolic framework. The idea is to introduce an a posteriori error estimator, extending the techniques developed in [21] and [3] (for elliptic problems) and in [15] (for the linear parabolic problem). The main result of this paper consist of exhibiting a local error indicator which can be computed explicitly as a function of the discrete solution and the data.

There are several works devoted to the development of a posteriori error estimates applied to linear and non linear parabolic problems. In particular, we can cite the works of Bieterman and Babuška [5, 6] for problems in dimension one; Eriksson and Johnson [9], Picasso [15] and Verfürth [22, 23], for problems in higher dimensions. Also we can mention [13] for error estimators based in recovered gradients; [1] and [16] where estimators are developed in junction with Crank-Nicolson time scheme both for linear and nonlinear parabolic problems, or [14] and [18] where the discontinuous Galerkin method is used to approximate the solution of the parabolic equation.

This work is organized as follows. In Section 2 we introduce the unsteady advection-diffusion-reaction problem and some standard results concerning the solvability of the variational formulation associate with it. Also we introduce a fully discrete formulation using a stabilized scheme introduced in [11] for the stationary case, which will be used in the development of our a posteriori error estimator and in the numerical experiments. In Section 3 we present some standard auxiliary results that will be used in the sequel. In Section 4 we present our a posteriori error estimate and the main result of this work: the equivalence between the error estimate and the true error. Finally, in Section 5 we present several numerical experiments showing the quality of the adaptive scheme based in our a posteriori error estimate introduced in Section 4.

## 2. Model problem

Consider the scalar advection-diffusion-reaction equation given by

[^0]\[

(\mathrm{P})\left\{$$
\begin{aligned}
\partial_{t} u-\varepsilon \Delta u+\boldsymbol{a}(x) \cdot \nabla u+b(x) u & =f(t, x) & & \text { in }] 0, T[\times \Omega, \\
u & =0 & & \text { on }] 0, T\left[\times \Gamma_{D},\right. \\
\varepsilon \frac{\partial u}{\partial \boldsymbol{n}} & =g(t, x) & & \text { on }] 0, T\left[\times \Gamma_{N},\right. \\
u(0, \cdot) & =u_{0} & & \text { in } \Omega,
\end{aligned}
$$\right.
\]

where $\Omega \subset \mathbb{R}^{2}$ is a bounded polygonal domain with boundary $\partial \Omega=\Gamma_{N} \cup \Gamma_{D}, \Gamma_{N} \cap \Gamma_{D}=\emptyset,\left|\Gamma_{D}\right|>0$, and $T>0$. We denote by $\boldsymbol{n}$ the outer unit normal vector to $\partial \Omega$.

We assume that:

$$
\begin{array}{ll}
\left(\mathcal{A}_{1}\right) & \varepsilon \in \mathbb{R}, 0<\varepsilon \ll 1, \\
\left(\mathcal{A}_{2}\right) & f \in C^{0}(] 0, T\left[; L^{2}(\Omega)\right), g \in C^{0}(] 0, T\left[; L^{2}\left(\Gamma_{N}\right)\right), \boldsymbol{a} \in W^{1, \infty}(\Omega)^{2}, b \in L^{\infty}(\Omega), \\
\left(\mathcal{A}_{3}\right) & -\frac{1}{2} \nabla \cdot \boldsymbol{a} \geq 0, \quad b \geq 1, \\
\left(\mathcal{A}_{4}\right) & \Gamma_{-}:=\{x \in \partial \Omega: \boldsymbol{a}(x) \cdot \boldsymbol{n}(x)<0\} \subset \Gamma_{D},
\end{array}
$$

where $L^{2}(] 0, T[; V)$ and $C^{0}(] 0, T[; V)$, are the spaces of square-integrable, respectively of continuous, functions with values in a Hilbert space $V$. We use standard notation for Sobolev and Lebesgue spaces and norms, for instance $(\cdot, \cdot)_{S}$ denotes the usual inner product in $L^{2}(S)$ with $S \subseteq \Omega$ and $(\cdot, \cdot)$ if $S=\Omega$. Also, we introduce the following Hilbert space:

$$
H_{D}^{1}(\Omega):=\left\{v \in H^{1}(\Omega): v=0 \quad \text { on } \quad \Gamma_{D}\right\} .
$$

The usual variational formulation of $(\mathrm{P})$ is: Find $u \in \mathcal{W}$ such that, for all $t \in] 0, T[$

$$
(\mathrm{VP})\left\{\begin{aligned}
\left\langle\partial_{t} u, v\right\rangle+\varepsilon(\nabla u, \nabla v)+(a \cdot \nabla u, v)+(b u, v) & =(f, v)+(g, v)_{\Gamma_{N}}, \\
u(0, \cdot) & =u_{0},
\end{aligned}\right.
$$

for all $v \in H_{D}^{1}(\Omega)$, here $\langle\cdot, \cdot\rangle$ is the duality product between $H_{D}^{1}(\Omega)$ and $H_{D}^{1}(\Omega)^{\prime}, u(0, \cdot)=u_{0} \in L^{2}(\Omega)$ and

$$
\mathcal{W}:=\left\{v \in L^{2}(] 0, T\left[; H_{D}^{1}(\Omega)\right): \partial_{t} v \in L^{2}(] 0, T\left[; H_{D}^{1}(\Omega)^{\prime}\right)\right\} .
$$

Assumptions $\left(\mathcal{A}_{1}\right)-\left(\mathcal{A}_{4}\right)$ and integration by parts imply that, for all $v, w \in H_{D}^{1}(\Omega)$,

$$
\begin{equation*}
\varepsilon(\nabla v, \nabla v)+(\boldsymbol{a} \cdot \nabla v, v)+(b v, v) \geq \varepsilon\|\nabla v\|_{0, \Omega}^{2}+\|v\|_{0, \Omega}^{2} \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\varepsilon(\nabla v, \nabla w)+(\boldsymbol{a} \cdot \nabla v, w)+(b v, w) \leq\left(\varepsilon+\|b\|_{\infty, \Omega}+\|\boldsymbol{a}\|_{\infty, \Omega}\right)\|v\|_{1, \Omega}\|w\|_{1, \Omega} . \tag{2.2}
\end{equation*}
$$

Remark 2.1. Using (2.1), (2.2) and Lions Theorem (see Theorem 6.6 in [10]), we get that there exists a unique solution of problem (VP).
2.1. Space-time discretization. The implicit Euler method is used for time discretization, with a partition of $[0, T]$, not necessarily uniform, given by

$$
0=t^{0}<t^{1}<\ldots<t^{N}=T,
$$

with $N \geq 1$. We denote by $\tau_{n}$ the size of the interval $\left[t^{n-1}, t^{n}\right]$, i.e.,

$$
\tau_{n}:=t^{n}-t^{n-1}, \quad 1 \leq n \leq N .
$$

For every time $t^{n}, 0 \leq n \leq N$, we associate a family of partitions $\left\{\mathcal{T}_{h}^{n}\right\}_{h}(h>0)$ of $\Omega$ into triangles, which satisfy the following two properties:
(1) Any two triangles in $\mathcal{T}_{h}^{n}$ are either disjoint, share a complete edge or have a common vertex,
(2) $\sup _{h>0} \sup _{K \in \mathcal{T}_{h}^{n}} \frac{h_{K}}{\rho_{K}} \leq \kappa$, with $\kappa$ a constant independent of $n$ and the mesh-size $h$,
here $h_{K}$ is the diameter of $K$ and $\rho_{K}$ is the diameter of the largest ball inscribed into $K$.
We consider the usual Lagrange finite element space

$$
H_{h}^{n}:=\left\{\varphi \in H_{D}^{1}(\Omega):\left.\varphi\right|_{K} \in \mathbb{P}_{k}(K), \forall K \in \mathcal{T}_{h}^{n}\right\}, \quad k \geq 1, \quad 0 \leq n \leq N
$$

where $\mathbb{P}_{k}$ denotes the set of polynomials of degree at most $k$. Note that $H_{h}^{n} \subset H_{D}^{1}(\Omega)$.
Using the above definitions, and applying an implicit Euler scheme in time, we obtain the following fully discrete scheme of problem (P): Find $u_{h}^{n} \in H_{h}^{n}$, an approximation of $u\left(t^{n}, \cdot\right)$, such that, for $n, 1 \leq n \leq N$,

$$
(\mathrm{D})\left\{\begin{aligned}
\left(\frac{u_{h}^{n}-u_{h}^{n-1}}{\tau_{n}}, v_{h}\right)+B\left(u_{h}^{n}, v_{h}\right) & =\left(f^{n}, v_{h}\right)+\left(g^{n}, v_{h}\right)_{\Gamma_{N}} \quad \forall v_{h} \in H_{h}^{n} \\
u_{h}^{0} & =u_{0 h}
\end{aligned}\right.
$$

where $f^{n}:=f\left(t^{n}, \cdot\right), g^{n}:=g\left(t^{n}, \cdot\right), u_{0 h} \in H_{h}^{0}$ is an approximation of $u^{0}:=u(0, \cdot)$, and for all $w_{h}, v_{h} \in H_{h}^{n}$

$$
\begin{equation*}
B\left(w_{h}, v_{h}\right):=\int_{\Omega} \varepsilon \nabla w_{h} \cdot \nabla v_{h}+\int_{\Omega}\left(\boldsymbol{a} \cdot \nabla w_{h}\right) v_{h}+\int_{\Omega} b w_{h} v_{h} \tag{2.3}
\end{equation*}
$$

We can rewrite (D) as follows: Find $u_{h}^{n} \in H_{h}^{n}$ such that, for $n, 1 \leq n \leq N$,

$$
\begin{equation*}
B_{n}\left(u_{h}^{n}, v_{h}\right)=F_{n}\left(v_{h}\right) \quad \forall v_{h} \in H_{h}^{n}(\Omega), \tag{2.4}
\end{equation*}
$$

where, for $v_{h}, w_{h} \in H_{h}^{n}$, we define

$$
\begin{equation*}
B_{n}\left(w_{h}, v_{h}\right):=\int_{\Omega} \varepsilon \nabla w_{h} \cdot \nabla v_{h}+\int_{\Omega}\left(\boldsymbol{a} \cdot \nabla w_{h}\right) v_{h}+\int_{\Omega} b_{n} w_{h} v_{h} \tag{2.5}
\end{equation*}
$$

with $b_{n}:=\left(b+\frac{1}{\tau_{n}}\right)$, and

$$
F_{n}\left(v_{h}\right):=\int_{\Omega}\left(f^{n}+\frac{u_{h}^{n-1}}{\tau_{n}}\right) v_{h}+\int_{\Gamma_{N}} g^{n} v_{h} d s
$$

Assumptions $\left(\mathcal{A}_{1}\right)-\left(\mathcal{A}_{4}\right)$ imply that, for all $v_{h}, w_{h} \in H_{h}^{n}$, there hold

$$
\begin{array}{r}
B_{n}\left(v_{h}, v_{h}\right) \geq \varepsilon\left\|\nabla v_{h}\right\|_{0, \Omega}^{2}+\left\|v_{h}\right\|_{0, \Omega}^{2} \\
B_{n}\left(v_{h}, w_{h}\right) \leq\left(\varepsilon+\left\|b_{n}\right\|_{\infty, \Omega}+\|\boldsymbol{a}\|_{\infty, \Omega}\right)\left\|v_{h}\right\|_{1, \Omega}\left\|w_{h}\right\|_{1, \Omega} \tag{2.7}
\end{array}
$$

Remark 2.2. Using (2.6), (2.7) and Lax-Milgram's Lemma we have that the problem (D) has a unique solution.

It is well known that the standard finite element method yields to poor approximation when $\varepsilon \ll|\boldsymbol{a}|$ or $\varepsilon \ll b$ (see, for instance [17]). For this reason we consider the following stabilized formulation introduced in [11]: Find $u_{h}^{n} \in H_{h}^{n}$ such that, for $n, 1 \leq n \leq N$,

$$
(\mathrm{SP})\left\{\begin{aligned}
B_{S}\left(u_{h}^{n}, v_{h}\right) & =F_{S}\left(v_{h}\right) \quad \forall v_{h} \in H_{h}^{n} \\
u_{h}^{0} & =u_{0 h}
\end{aligned}\right.
$$

where for all $v_{h}, w_{h} \in H_{h}^{n}$

$$
\begin{equation*}
B_{S}\left(w_{h}, v_{h}\right):=B_{n}\left(w_{h}, v_{h}\right)+\sum_{K \in \mathcal{T}_{h}^{n}} \int_{K} \delta_{K}\left(\varepsilon \Delta w_{h}-\boldsymbol{a} \cdot \nabla w_{h}-b_{n} w_{h}\right)\left(-\varepsilon \Delta v_{h}-\boldsymbol{a} \cdot \nabla v_{h}+b_{n} v_{h}\right) \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{S}\left(v_{h}\right):=F_{n}\left(v_{h}\right)-\sum_{K \in \mathcal{T}_{h}^{n}} \int_{K} \delta_{K}\left(f^{n}+\frac{u_{h}^{n-1}}{\tau_{n}}\right)\left(-\varepsilon \Delta v_{h}-\boldsymbol{a} \cdot \nabla v_{h}+b_{n} v_{h}\right) \tag{2.9}
\end{equation*}
$$

The stabilization parameter $\delta_{K}$ is given by

$$
\begin{equation*}
\delta_{K}:=\frac{h_{K}^{2}}{b_{n} h_{K}^{2} \max \left\{1, P e_{K}^{R}(x)\right\}+\left(2 \varepsilon / m_{k}\right) \max \left\{1, P e_{K}^{A}(x)\right\}} \tag{2.10}
\end{equation*}
$$

with

$$
\begin{equation*}
P e_{K}^{R}(x):=\frac{2 \varepsilon}{m_{k} b_{n} h_{K}^{2}} \quad \text { and } \quad P e_{K}^{A}(x):=\frac{m_{k}|\boldsymbol{a}(x)| h_{K}}{\varepsilon} \tag{2.11}
\end{equation*}
$$

being the local Peclet numbers. Here $|\cdot|$ is the standard euclidean norm in $\mathbb{R}^{2}$ and $m_{k}:=\min \left\{1 / 3, C_{k}\right\}$, with $C_{k}$ being a positive constant, which depends on the polynomial degree $k$, appearing in the following inverse inequality

$$
\begin{equation*}
C_{k} \sum_{K \in \mathcal{T}_{h}^{n}} h_{K}^{2}\left\|\Delta v_{h}\right\|_{0, K}^{2} \leq\left\|\nabla v_{h}\right\|_{0, \Omega}^{2}, \quad \forall v_{h} \in H_{h}^{n} \tag{2.12}
\end{equation*}
$$

Remark 2.3. From the definition of $C_{k}$ we obtain $m_{k}=1 / 3$ when $k=1$. For higher order continuous interpolation spaces, the inverse inequality constant must be computed. This may be achieved in an elegant way by computing the biggest non-zero generalized eigenvalue of the problem associated with (2.12) in each element (for details, see [12]).

Lemma 2.4. The stabilized problem (SP) admit a unique solution.
Proof. The result is a direct consequence of the inequality (see [2])

$$
B_{S}\left(v_{h}, v_{h}\right) \geq \sum_{K \in \mathcal{T}_{h}^{n}}\left[\int_{K} \varepsilon \beta_{K}\left|\nabla v_{h}\right|^{2}+\int_{K} \delta_{K}\left(\boldsymbol{a} \cdot \nabla v_{h}\right)^{2}+\int_{K} \beta_{K} b_{n}\left|v_{h}\right|^{2}\right]
$$

for all $v_{h} \in H_{h}^{n}$, where

$$
\beta_{K}:=\frac{2 \varepsilon}{m_{k} b_{n} h_{K}^{2}+2 \varepsilon}>0
$$

We define the energy norm $\|\cdot\|_{S}$ as follows

$$
\begin{equation*}
\|v\|_{S}:=\left\{\varepsilon\|\nabla v\|_{0, S}^{2}+\|v\|_{0, S}^{2}\right\}^{1 / 2} \quad \forall v \in H^{1}(S) \tag{2.13}
\end{equation*}
$$

with $S \subset \Omega$. If $S=\Omega$ we write $\|\cdot\|$ instead of $\|\cdot\|_{\Omega}$.
We finish this section recalling the following two technical lemmas proved in [2] (see lemmas 2 and 3 ).
Lemma 2.5. Given $K \in \mathcal{T}_{h}^{n}$ and $\delta_{K}$ defined by (2.10), the following bounds hold for all $x \in K$ and $n$, $1 \leq n \leq N$.

$$
\begin{aligned}
\varepsilon \delta_{K}(x) & \leq \frac{h_{K}^{2}}{6} \\
|\boldsymbol{a}(x)| \delta_{K}(x) & \leq \frac{h_{K}}{2}, \\
b_{n}(x) \delta_{K}(x) & \leq 1
\end{aligned}
$$

Furthermore,

$$
b_{n}(x) \delta_{K}(x) \leq C \alpha_{K},
$$

with $C:=\max \left\{1,\left(\left\|b_{n}\right\|_{\infty, \Omega} / 6\right)^{1 / 2}\right\} \quad$ and

$$
\begin{equation*}
\alpha_{K}:=\min \left\{h_{K} \varepsilon^{-1 / 2}, 1\right\}, \quad \forall K \in \mathcal{T}_{h}^{n} \tag{2.14}
\end{equation*}
$$

Lemma 2.6. There exists a positive constant $C$, independent of $h$, such that the following bounds hold for all $v_{h} \in H_{h}^{n}$ and $K \in \mathcal{T}_{h}^{n}$

$$
\left\|\nabla v_{h}\right\|_{0, K} \leq C h_{K}^{-1} \alpha_{K}\left\|v_{h}\right\|_{K} \quad \text { and } \quad\left\|\Delta v_{h}\right\|_{0, K} \leq C h_{K}^{-2} \alpha_{K}\left\|v_{h}\right\|_{K}
$$

## 3. Auxiliary results

Let $\mathcal{E}_{h}^{n}$ be the set of all edges in $\mathcal{T}_{h}^{n}$, which can be split as follows

$$
\mathcal{E}_{h}^{n}=\mathcal{E}_{h, \Omega}^{n} \cup \mathcal{E}_{h, N}^{n} \cup \mathcal{E}_{h, D}^{n}
$$

where $\mathcal{E}_{h, \Omega}^{n}, \mathcal{E}_{h, N}^{n}$ and $\mathcal{E}_{h, D}^{n}$ denote the edges in the interior, on the Neumann boundary $\Gamma_{N}$ and on the Dirichlet boundary $\Gamma_{D}$, respectively. For $E \in \mathcal{E}_{h}^{n}$, let $h_{E}$ be the diameter of $E$.

For any $K \in \mathcal{T}_{h}^{n}$ we denote by $\mathcal{E}_{K}$ and $\mathcal{V}_{K}$ the set of edges and vertices of $K$, respectively. For $K \in \mathcal{T}_{h}^{n}$ and $E \in \mathcal{E}_{h}^{n}$ we can define the following neighborhoods

$$
\widetilde{\omega}_{K}:=\bigcup_{\mathcal{V}_{K} \cap \mathcal{V}_{K^{\prime}} \neq \emptyset} K^{\prime}, \quad \omega_{E}:=\bigcup_{E \in \mathcal{E}_{K^{\prime}}} K^{\prime} .
$$

Let $\varphi \in L^{2}\left(\omega_{E}\right)$, with $E \in \mathcal{E}_{h, \Omega}^{n}$, such that $\left.\varphi\right|_{K} \in C(K), \forall K \subset \omega_{E}$, we define the jump of $\varphi$ on $E$ in the direction of the vector $\boldsymbol{n}_{E}$ by

$$
\llbracket \varphi \rrbracket_{E}(x):=\lim _{t \rightarrow 0^{+}} \varphi\left(x+t \boldsymbol{n}_{E}\right)-\lim _{t \rightarrow 0^{-}} \varphi\left(x-t \boldsymbol{n}_{E}\right)
$$

Finally, in the sequel we will use the following notation:

$$
\begin{aligned}
& a \preceq b \quad \Longleftrightarrow a \leq c b \\
& a \simeq b \quad \Longleftrightarrow \quad a \preceq b \quad \text { and } \quad b \preceq a,
\end{aligned}
$$

where the constant $c>0$, is independent of $\varepsilon$, the time step $\tau_{n}$ and the mesh size $h$.
3.1. Bubble functions. We denote by $\psi_{K}$ the usual bubble function of the triangle $K \in \mathcal{T}_{h}^{n}$, and by $\psi_{E, \theta}$, with $0<\theta \leq 1$, the perturbed bubble function of the edge $E \in \mathcal{E}_{h}^{n}$, defined in [21]. Let $E \in \mathcal{E}_{h, \Omega}^{n}$ be an inner edge and denote by $K_{1}, K_{2}$ the two triangles sharing $E$. Let $G_{E, i}, i=1,2$, be the orientation preserving affine transformations which maps $\hat{K}$ onto $K_{i}$ and $\hat{E}$ onto $E$ (see Figure 1).


Figure 1. Affine transformation $G_{E, i}, i=1,2$.
Let $\hat{\Pi}$ the hyperplane defined by $\hat{\Pi}:=\{(x, 0): x \in \mathbb{R}\}$ and let $\hat{Q}: \mathbb{R}^{2} \rightarrow \hat{\Pi}$ be the orthogonal projection from $\mathbb{R}^{2}$ onto $\hat{\Pi}$. We introduce the lifting operator $\hat{P}_{\hat{E}}: \mathbb{P}_{k}(\hat{E}) \rightarrow \mathbb{P}_{k}(\hat{K})$ by

$$
\hat{P}_{\hat{E}}(\hat{\sigma}):=\hat{\sigma} \circ \hat{Q}
$$

Let $P_{E, K_{i}}: \mathbb{P}_{k}(E) \rightarrow \mathbb{P}_{k}\left(K_{i}\right)$ given by

$$
P_{E, K_{i}}:=\hat{P}_{\hat{E}}\left(\sigma \circ G_{E, i}\right) \circ G_{E, i}^{-1}, \quad i=1,2
$$

We define a lifting operator for $\sigma \in \mathbb{P}_{k}(E)$ by

$$
P_{E}(\sigma):=\left\{\begin{array}{lll}
P_{E, K_{1}}(\sigma) & \text { in } & K_{1} \\
P_{E, K_{2}}(\sigma) & \text { in } & K_{2}
\end{array}\right.
$$

For $E \in \mathcal{E}_{h, N}^{n}$ the lifting operator $P_{E}$ is defined similarly, with obvious modifications.
Finally, we introduce the time bubble function $\psi_{n}$, given by

$$
\psi_{n}(t):= \begin{cases}-\frac{4}{\tau_{n}^{2}}\left(t-t^{n-1}\right)\left(t-t^{n}\right) & \text { if } t \in] t^{n-1}, t^{n}[  \tag{3.1}\\ 0 & \text { if } \left.t \in]-\infty, t^{n-1}\right] \cup\left[t^{n},+\infty[ \right.\end{cases}
$$

Concerning the space bubble functions $\psi_{K}$ and $\psi_{E, \theta_{E}}$ and the time bubble function $\psi_{n}$ we have the following estimates:

Lemma 3.1. For all $K \in \mathcal{T}_{h}^{n}$ and $v \in \mathbb{P}_{k}(K)$ we have
(i) $\|v\|_{0, K}^{2} \preceq\left(v, \psi_{K} v\right)_{K}$,
(ii) $\left\|v \psi_{K}\right\|_{0, K} \leq\|v\|_{0, K}$,
(iii) $\left\|v \psi_{K}\right\| \preceq \min \left\{h_{K} \varepsilon^{-1 / 2}, 1\right\}^{-1}\|v\|_{0, K}$.

For $E \in \mathcal{E}_{h}^{n}$, we consider $\theta_{E}:=\min \left\{\varepsilon^{1 / 2} h_{E}^{-1}, 1\right\}$. Then for all $\sigma \in \mathbb{P}_{k}(E)$ it holds
(iv) $\|\sigma\|_{0, E}^{2} \preceq\left(\sigma, \psi_{E, \theta_{E}} P_{E} \sigma\right)_{E}$,
(v) $\left\|\psi_{E, \theta_{E}} P_{E} \sigma\right\|_{0, \omega_{E}} \preceq \varepsilon^{1 / 4} \min \left\{h_{E} \varepsilon^{-1 / 2}, 1\right\}^{1 / 2}\|\sigma\|_{0, E}$,
(vi) $\left\|\psi_{E, \theta_{E}} P_{E} \sigma\right\|_{\omega_{E}} \preceq \varepsilon^{1 / 4} \min \left\{h_{E} \varepsilon^{-1 / 2}, 1\right\}^{-1 / 2}\|\sigma\|_{0, E}$.

Proof. See Lemma 3.4 in [21].
Lemma 3.2. For all $v \in \mathbb{P}_{k}(] t^{n-1}, t^{n}[)$ we have

$$
\begin{aligned}
\|v\|_{0, J t^{n-1}, t^{n}[ }^{2} & \preceq \int_{t^{n-1}}^{t^{n}} v^{2} \psi_{n} d t \\
\left\|v \psi_{n}\right\|_{0, J t^{n-1}, t^{n}[ } & \leq\|v\|_{0,] t^{n-1}, t^{n}[ }, \\
\left\|\frac{\partial}{\partial t}\left(\psi_{n} v\right)\right\|_{0, J t^{n-1}, t^{n}[ } & \preceq \frac{1}{\tau_{n}}\|v\|_{0,] t^{n-1}, t^{n}[ }
\end{aligned}
$$

Proof. The first two inequalities follows from the definition of $\psi_{n}$, using the fact that $0 \leq \psi_{n} \leq 1$. For the last inequality we use standard scaling arguments. In fact, a change of variables give us

$$
\int_{t^{n-1}}^{t^{n}}\left[\frac{\partial}{\partial t}\left(\psi_{n} v\right)\right]^{2} d t=\int_{0}^{1}\left[\frac{\partial}{\partial \hat{t}}\left(\widehat{\psi}_{n} \widehat{v}\right)\left(t^{n}-t^{n-1}\right)^{-1}\right]^{2}\left|J_{t}\right| d \hat{t}
$$

where $\left|J_{t}\right|$ is the jacobian of the change of variable. Using that $0 \leq \widehat{\psi}_{n} \leq 1$ and the equivalence of norms on finite dimensional spaces, we obtain

$$
\begin{aligned}
\int_{t^{n-1}}^{t^{n}}\left[\frac{\partial}{\partial t}\left(\psi_{n} v\right)\right]^{2} d t & \preceq \frac{1}{\left(t^{n}-t^{n-1}\right)^{2}} \int_{0}^{1} \widehat{v}^{2}\left|J_{t}\right| d \widehat{t} \\
& \preceq \frac{1}{\left(t^{n}-t^{n-1}\right)^{2}} \int_{t^{n-1}}^{t^{n}} v^{2} d t
\end{aligned}
$$

and the result follows.
We denote by $I_{h}^{n}: L^{2}(\Omega) \longrightarrow H_{h}^{n}$ the usual Clément's interpolator (see [8]). Now we establish the local approximation properties of $I_{h}^{n}$.

Lemma 3.3. The following results hold for all $K \in \mathcal{T}_{h}^{n}, E \subset \partial K$ and $v \in H^{1}\left(\widetilde{\omega}_{K}\right)$

$$
\begin{aligned}
\left\|v-I_{h} v\right\|_{0, K} & \preceq \min \left\{h_{K} \varepsilon^{-1 / 2}, 1\right\}\|v\|_{\widetilde{\omega}_{K}}, \\
\left\|v-I_{h} v\right\|_{0, E} & \preceq \varepsilon^{-1 / 4} \min \left\{h_{K} \varepsilon^{-1 / 2}, 1\right\}^{1 / 2}\|v\|_{\widetilde{\omega}_{K}}, \\
\left\|I_{h} v\right\|_{K} & \preceq\|v\|_{\widetilde{\omega}_{K}} .
\end{aligned}
$$

Proof. See Lemma 3.2 in [21].

## 4. Residual a posteriori error estimator

In this section our aim is to build a residual a posteriori error estimator for the stabilized scheme defined in (SP). To this end, we consider the function $u_{h \tau}$, defined in $[0, T]$, such that, restricted to $\left[t^{n-1}, t^{n}\right]$ is given by

$$
\begin{equation*}
u_{h \tau}:=\frac{t-t^{n-1}}{t^{n}-t^{n-1}} u_{h}^{n}+\frac{t^{n}-t}{t^{n}-t^{n-1}} u_{h}^{n-1} \tag{4.1}
\end{equation*}
$$

Note that the function $t \longrightarrow u_{h \tau}(t, \cdot)$ is continuous and piecewise affine with values in $H_{D}^{1}(\Omega)$, therefore differentiable in the classical sense in $\left[t^{n-1}, t^{n}\right], 1 \leq n \leq N$. Let $u$ be the solution of (VP), we define the error in $[0, T]$ as

$$
e:=u-u_{h \tau}
$$

and we measured it, in $\left[t^{n-1}, t^{n}\right]$, using the following norm

$$
\int_{t^{n-1}}^{t^{n}}\|e\|^{2}
$$

Remark 4.1. Using integration by parts we obtain, for all $v \in H_{D}^{1}(\Omega)$ and $t \in\left[t^{n-1}, t^{n}\right]$, that

$$
\begin{aligned}
& \left\langle\partial_{t} e, v\right\rangle+\varepsilon(\nabla e, v)+(\boldsymbol{a} \cdot \nabla e, \nabla v)+(b e, v)=\sum_{K \in \mathcal{T}_{h}^{n}}\left(f-\partial_{t} u_{h \tau}+\varepsilon \Delta u_{h \tau}-\boldsymbol{a} \cdot \nabla u_{h \tau}-b u_{h \tau}, v\right)_{K} \\
& +\sum_{E \in \mathcal{E}_{h, N}^{n}}\left(g-\varepsilon \partial_{\boldsymbol{n}_{E}} u_{h \tau}, v\right)_{E}+\sum_{E \in \mathcal{E}_{h, \Omega}^{n}}\left(-\varepsilon \llbracket \partial_{\boldsymbol{n}_{E}} u_{h \tau} \rrbracket_{E}, v\right)_{E}
\end{aligned}
$$

From the stabilized problem (SP), we have that for all $w_{h} \in H_{h}^{n}$

$$
\begin{aligned}
& \left\langle\partial_{t} u_{h \tau}, w_{h}\right\rangle+\varepsilon\left(\nabla u_{h \tau}, w_{h}\right)+\left(\boldsymbol{a} \cdot \nabla u_{h \tau}, \nabla w_{h}\right)+\left(b u_{h \tau}, w_{h}\right)=\left(f^{n}, w_{h}\right)+\left(g^{n}, w_{h}\right)_{\Gamma_{N}}+\frac{t-t^{n-1}}{\tau_{n}} B\left(u_{h}^{n}-u_{h}^{n-1}, w_{h}\right) \\
& +\sum_{K \in \mathcal{T}_{h}^{n}} \int_{K} \delta_{K}\left(f^{n}-\partial_{t} u_{h \tau}+\varepsilon \Delta u_{h}^{n}-\boldsymbol{a} \cdot \nabla u_{h}^{n}-b u_{h}^{n}\right)\left(-\varepsilon \Delta w_{h}-\boldsymbol{a} \cdot \nabla w_{h}+b_{n} w_{h}\right) .
\end{aligned}
$$

Thus, using problem (VP) and the above equation, we obtain

$$
\begin{aligned}
& \left\langle\partial_{t} e, w_{h}\right\rangle+\varepsilon\left(\nabla e, w_{h}\right)+\left(\boldsymbol{a} \cdot \nabla e, \nabla w_{h}\right)+\left(b e, w_{h}\right) \\
= & \left(f-f^{n}, w_{h}\right)+\left(g-g^{n}, w_{h}\right)_{\Gamma_{N}}-\frac{t-t^{n-1}}{\tau_{n}} B\left(u_{h}^{n}-u_{h}^{n-1}, w_{h}\right) \\
& -\sum_{K \in \mathcal{T}_{h}^{n}} \int_{K} \delta_{K}\left(f^{n}-\partial_{t} u_{h \tau}+\varepsilon \Delta u_{h}^{n}-\boldsymbol{a} \cdot \nabla u_{h}^{n}-b u_{h}^{n}\right)\left(-\varepsilon \Delta w_{h}-\boldsymbol{a} \cdot \nabla w_{h}+b_{n} w_{h}\right) .
\end{aligned}
$$

For $t \in\left[t^{n-1}, t^{n}\right]$, let $R_{K}^{n}$ and $R_{E}^{n}$ be the volumetric and edge residuals, respectively, defined by

$$
R_{K}^{n}:=\Pi_{K}^{n} f-\partial_{t} u_{h \tau}+\varepsilon \Delta u_{h \tau}-\boldsymbol{a} \cdot \nabla u_{h \tau}-b u_{h \tau} \quad \forall K \in \mathcal{T}_{h}^{n}
$$

and

$$
R_{E}^{n}:= \begin{cases}-\frac{\varepsilon}{2}\left[\frac{\partial u_{h \tau}}{\partial \boldsymbol{n}_{E}}\right]_{E} & \text { if } \\ \Pi_{E}^{n} g-\varepsilon \frac{\partial u_{h \tau}}{\partial \boldsymbol{n}_{E}} & \text { if } \quad \\ \quad E \in \mathcal{E}_{h, \Omega}^{n} \\ 0 & \text { if } \\ \quad E \in \mathcal{E}_{h, N}^{n}\end{cases}
$$

where $\Pi_{K}^{n}$ is the $L^{2}(] t^{n-1}, t^{n}[\times K)$ projection onto the constants (see [3] and [15]), i.e.,

$$
\Pi_{K}^{n} f:=\frac{1}{\left(t^{n}-t^{n-1}\right)|K|} \int_{t^{n-1}}^{t^{n}} \int_{K} f
$$

and $\Pi_{E}^{n}$ is the $L^{2}\left(1 t^{n-1}, t^{n}[\times E)\right.$ projection onto the constants given by

$$
\Pi_{E}^{n} g:=\frac{1}{\left(t^{n}-t^{n-1}\right)|E|} \int_{t^{n-1}}^{t^{n}} \int_{E} g d s
$$

We use the residuals $R_{K}^{n}$ and $R_{E}^{n}$, to define an a posteriori error estimator, in the interval $\left[t^{n-1}, t^{n}\right], 1 \leq$ $n \leq N$, as follows:

$$
\begin{gather*}
\left(\eta_{K}^{n}\right)^{2}:=\int_{t^{n-1}}^{t^{n}}\left\{\alpha_{K}^{2}\left\|R_{K}^{n}\right\|_{0, K}^{2}+\sum_{E \in \mathcal{E}_{K}} \varepsilon^{-1 / 2} \alpha_{E}\left\|R_{E}^{n}\right\|_{0, E}^{2}\right\}  \tag{4.2}\\
\left(\eta_{\Omega}^{n}\right)^{2}:=\sum_{K \in \mathcal{T}_{h}^{n}}\left(\eta_{K}^{n}\right)^{2}
\end{gather*}
$$

with $\alpha_{K}$ defined as in (2.14) and $\alpha_{E}:=\min \left\{h_{E} \varepsilon^{-1 / 2}, 1\right\}$.
The main result of this work is stated in the following theorem.
Theorem 4.2. Let $u$ and $u_{h}^{n}$ be the solutions of (VP) and (SP), respectively. Consider $e=u-u_{h \tau}$ for all $t \in\left[t^{n-1}, t^{n}\right]$, with $u_{h \tau}$ defined as in (4.1). Let $\eta_{K}^{n}$ be the a posteriori error estimator defined in (4.2), then we have that

$$
\begin{align*}
& \left\|e\left(t^{n}, \cdot\right)\right\|_{0, \Omega}^{2}+\int_{t^{n-1}}^{t^{n}}\|e\|^{2} \preceq\left\|e\left(t^{n-1}, \cdot\right)\right\|_{0, \Omega}^{2}+\sum_{K \in \mathcal{T}_{h}^{n}}\left(\eta_{K}^{n}\right)^{2}+\sum_{K \in \mathcal{T}_{h}^{n}} \int_{t^{n-1}}^{t^{n}} \alpha_{K}^{2}\left\|f-\Pi_{K}^{n} f\right\|_{0, K}^{2} \\
& +\sum_{E \in \mathcal{E}_{h, N}^{n}} \int_{t^{n-1}}^{t^{n}} \varepsilon^{-1 / 2} \alpha_{E}\left\|g-\Pi_{E}^{n} g\right\|_{0, E}^{2}+\int_{t^{n-1}}^{t^{n}}\left\|f-f^{n}\right\|_{0, \Omega}^{2}+\int_{t^{n-1}}^{t^{n}}\left\|g-g^{n}\right\|_{0, \Gamma_{N}}^{2} \\
& +\int_{t^{n-1}}^{t^{n}} \sum_{K \in \mathcal{T}_{h}^{n}} \alpha_{K}^{2}\left\|f^{n}-\Pi_{K}^{n} f\right\|_{0, K}^{2}+\sum_{K \in \mathcal{T}_{h}^{n}} \frac{\tau_{n}}{3}\left\|u_{h}^{n}-u_{h}^{n-1}\right\|_{K}^{2}\left\{\alpha_{K}^{2}\left(\varepsilon^{-1 / 2}\|\boldsymbol{a}\|_{\infty, K}+\|b\|_{\infty, K}\right)^{2}\right. \\
& \left.+\left(1+\|b\|_{\infty, \Omega}+\varepsilon^{-1 / 2}\|\boldsymbol{a}\|_{\infty, \Omega}\right)^{2}\right\} . \tag{4.3}
\end{align*}
$$

Moreover,

$$
\begin{align*}
\eta_{K}^{n} \preceq & \alpha_{K}\left(\int_{t^{n-1}}^{t^{n}}\left\|f-\Pi_{K}^{n} f\right\|_{0, \omega_{K}}^{2}\right)^{1 / 2}+\left(\int_{t^{n-1}}^{t^{n}}\|e\|_{\omega_{K}}^{2}\right)^{1 / 2}\left\{1+\|b\|_{\infty, \omega_{K}}+\varepsilon^{-1 / 2}\|\boldsymbol{a}\|_{\infty, \omega_{K}} \alpha_{K}+\frac{\alpha_{K}}{\tau_{n}}\right\} \\
& +\left(\sum_{E \in \mathcal{E}_{K, N}^{n}} \varepsilon^{-1 / 4} \alpha_{E}^{1 / 2} \int_{t^{n-1}}^{t^{n}}\left\|g-\Pi_{E}^{n} g\right\|_{0, E}^{2}\right)^{1 / 2} \tag{4.4}
\end{align*}
$$

Proof. Upper bound
From (2.1) and the definition of the error $e$, we have that

$$
\varepsilon(\nabla e, \nabla e)+(\boldsymbol{a} \cdot \nabla e, e)+(b e, e) \geq\|e\|^{2}, \quad \forall t \in\left[t^{n-1}, t^{n}\right] .
$$

Thus, using the above inequality, adding in both sides $\left\langle\partial_{t} e, e\right\rangle$ and integrating between $t^{n-1} \mathrm{y} t^{n}$, we get

$$
\begin{align*}
\int_{t^{n-1}}^{t^{n}}\left\langle\partial_{t} e, e\right\rangle+\int_{t^{n-1}}^{t^{n}}\|e\|^{2} \leq & \int_{t^{n-1}}^{t^{n}}\left\langle\partial_{t} e, e-I_{h}^{n} e\right\rangle+\int_{t^{n-1}}^{t^{n}} B\left(e, e-I_{h}^{n} e\right) \\
& +\int_{t^{n-1}}^{t^{n}}\left\langle\partial_{t} e, I_{h}^{n} e\right\rangle+\int_{t^{n-1}}^{t^{n}} B\left(e, I_{h}^{n} e\right) \tag{4.5}
\end{align*}
$$

Taking $v=e(t, \cdot)-I_{h}^{n} e(t, \cdot)$, for $t \in\left[t^{n-1}, t^{n}\right]$, in (4.2), and integrating between $t^{n-1}$ and $t^{n}$, we obtain

$$
\begin{align*}
& \int_{t^{n-1}}^{t^{n}}\left\langle\partial_{t} e, e-I_{h}^{n} e\right\rangle+\int_{t^{n-1}}^{t^{n}}\left\{\varepsilon\left(\nabla e, \nabla\left(e-I_{h}^{n} e\right)\right)+\left(\boldsymbol{a} \cdot \nabla e, e-I_{h}^{n} e\right)+\left(b e, e-I_{h}^{n} e\right)\right\} \\
& =\int_{t^{n-1}}^{t^{n}} \sum_{K \in \mathcal{T}_{h}^{n}}\left\{\left(R_{K}^{n}, e-I_{h}^{n} e\right)_{K}+\left(f-\Pi_{K}^{n} f, e-I_{h}^{n} e\right)_{K}+\sum_{E \in \partial K}\left(R_{E}^{n}, e-I_{h}^{n} e\right)_{E}\right. \\
& \left.+\sum_{E \in \mathcal{E}_{K, N}^{n}}\left(g-\Pi_{E}^{n} g, e-I_{h}^{n} e\right)_{E}\right\} \tag{4.6}
\end{align*}
$$

Thus, using (4.6), Cauchy-Schwarz's inequality and Lemma 3.3, we arrive at

$$
\begin{align*}
& \int_{t^{n-1}}^{t^{n}}\left\langle\partial_{t} e, e-I_{h}^{n} e\right\rangle+\int_{t^{n-1}}^{t^{n}}\left\{\varepsilon\left(\nabla e, \nabla\left(e-I_{h}^{n} e\right)\right)+\left(\boldsymbol{a} \cdot \nabla e, e-I_{h}^{n} e\right)+\left(b e, e-I_{h}^{n} e\right)\right\} \\
\preceq & \int_{t^{n-1}}^{t^{n}} \sum_{K \in \mathcal{T}_{h}^{n}}\left\{\alpha_{K}\left\|R_{K}^{n}\right\|_{0, K}+\alpha_{K}\left\|f-\Pi_{K}^{n} f\right\|_{0, K}+\sum_{E \in \partial K} \varepsilon^{-1 / 4} \alpha_{E}^{1 / 2}\left\|R_{E}^{n}\right\|_{0, E}\right. \\
& \left.+\sum_{E \in \mathcal{E}_{K, N}^{n}} \varepsilon^{-1 / 4} \alpha_{E}^{1 / 2}\left\|g-\Pi_{E}^{n} g\right\|_{0, E}\right\}\|e\|_{\widetilde{\omega}_{K}} \\
\preceq & \int_{t^{n-1}}^{t^{n}}\left(\sum_{K \in \mathcal{T}_{h}^{n}}\left\{\alpha_{K}^{2}\left\|R_{K}^{n}\right\|_{0, K}^{2}+\sum_{E \in \partial K} \varepsilon^{-1 / 2} \alpha_{E}\left\|R_{E}^{n}\right\|_{0, E}^{2}\right\}+\sum_{K \in \mathcal{T}_{h}^{n}} \alpha_{K}^{2}\left\|f-\Pi_{K}^{n} f\right\|_{0, K}^{2}\right. \\
& \left.+\sum_{E \in \mathcal{E}_{h, N}^{n}} \varepsilon^{-1 / 2} \alpha_{E}\left\|g-\Pi_{E}^{n} g\right\|_{0, E}^{2}\right)^{1 / 2}\left(\sum_{K \in \mathcal{T}_{h}^{n}}\|e\|_{\widetilde{\omega}_{K}}^{2}\right)^{1 / 2} \\
\preceq & \left(\sum_{K \in \mathcal{T}_{h}^{n}} \int_{t^{n-1}}^{t^{n}}\left\{\alpha_{K}^{2}\left\|R_{K}^{n}\right\|_{0, K}^{2}+\sum_{E \in \partial K} \varepsilon^{-1 / 2} \alpha_{E}\left\|R_{E}^{n}\right\|_{0, E}^{2}\right\}+\sum_{K \in \mathcal{T}_{h}^{n}} \int_{t^{n-1}}^{t^{n}} \alpha_{K}^{2}\left\|f-\Pi_{K}^{n} f\right\|_{0, K}^{2}\right. \\
& \left.+\sum_{E \in \mathcal{E}_{h, N}^{n}} \int_{t^{n-1}}^{t^{n}} \varepsilon^{-1 / 2} \alpha_{E}\left\|g-\Pi_{E}^{n} g\right\|_{0, E}^{2}\right)^{1 / 2}\left(\int_{t^{n-1}}^{t^{n}}\|e\|^{2}\right)^{1 / 2} . \tag{4.7}
\end{align*}
$$

On the other hand, taking $w_{h}=I_{h}^{n} e(t, \cdot), t \in\left[t^{n-1}, t^{n}\right]$ in (4.2) and integrating between $t^{n-1}$ and $t^{n}$, we get

$$
\begin{align*}
& \int_{t^{n-1}}^{t^{n}}\left\langle\partial_{t} e, I_{h}^{n} e\right\rangle+\int_{t^{n-1}}^{t^{n}}\left\{\varepsilon\left(\nabla e, \nabla\left(I_{h}^{n} e\right)\right)+\left(\boldsymbol{a} \cdot \nabla e, I_{h}^{n} e\right)+\left(b e, I_{h}^{n} e\right)\right\} \\
& =\int_{t^{n-1}}^{t^{n}}\left(f-f^{n}, I_{h}^{n} e\right)+\int_{t^{n-1}}^{t^{n}}\left(g-g^{n}, I_{h}^{n} e\right)_{\Gamma_{N}}+\int_{t^{n-1}}^{t^{n}} \frac{t-t^{n-1}}{\tau_{n}} B\left(u_{h}^{n}-u_{h}^{n-1}, I_{h}^{n} e\right) \\
& +\int_{t^{n-1}}^{t^{n}} \sum_{K \in \mathcal{T}_{h}^{n}} \int_{K} \delta_{K}\left(f^{n}-\partial_{t} u_{h \tau}-\varepsilon \Delta u_{h}^{n}-\boldsymbol{a} \cdot \nabla u_{h}^{n}+b u_{h}^{n}\right)\left(-\varepsilon \Delta I_{h}^{n} e-\boldsymbol{a} \cdot \nabla I_{h}^{n} e+b_{n} I_{h}^{n} e\right) . \tag{4.8}
\end{align*}
$$

Now, we will bound the last two terms on the right-hand side of (4.8). First, by a classical result (equation 2.4 in [2] and [21]), we obtain that for all $t \in\left[t^{n-1}, t^{n}\right]$

$$
B\left(u_{h}^{n}-u_{h}^{n-1}, I_{h}^{n} e(t, \cdot)\right) \leq\|e(t, \cdot)\|\left\|u_{h}^{n}-u_{h}^{n-1}\right\|\left(1+\|b\|_{\infty, \Omega}+\varepsilon^{-1 / 2}\|\boldsymbol{a}\|_{\infty, \Omega}\right) .
$$

Thus, using the above inequality, Cauchy-Schwarz's inequality and integrating between $t^{n-1}$ and $t^{n}$, we arrive at

$$
\begin{align*}
& \int_{t^{n-1}}^{t^{n}} \frac{t-t^{n-1}}{\tau_{n}} B\left(u_{h}^{n}-u_{h}^{n-1}, I_{h}^{n} e\right) \\
\leq & \int_{t^{n-1}}^{t^{n}} \frac{t-t^{n-1}}{\tau_{n}}\left\{\|e\|\| \| u_{h}^{n}-u_{h}^{n-1} \|\left(1+\|b\|_{\infty, \Omega}+\varepsilon^{-1 / 2}\|\boldsymbol{a}\|_{\infty, \Omega}\right)\right\} \\
\leq & \left(\int_{t^{n-1}}^{t^{n}}\left(\frac{t-t^{n-1}}{\tau_{n}}\right)^{2}\left\|u_{h}^{n}-u_{h}^{n-1}\right\|^{2}\left(1+\|b\|_{\infty, \Omega}+\varepsilon^{-1 / 2}\|\boldsymbol{a}\|_{\infty, \Omega}\right)^{2}\right)^{1 / 2} \\
& \times\left(\int_{t^{n-1}}^{t^{n}}\|e\|^{2}\right)^{1 / 2} \\
= & \left(\frac{\tau_{n}}{3}\left\|u_{h}^{n}-u_{h}^{n-1}\right\|^{2}\left(1+\|b\|_{\infty, \Omega}+\varepsilon^{-1 / 2}\|\boldsymbol{a}\|_{\infty, \Omega}\right)^{2}\right)^{1 / 2}\left(\int_{t^{n-1}}^{t^{n}}\|e\|^{2}\right)^{1 / 2} . \tag{4.9}
\end{align*}
$$

The last term on the right-hand side of (4.8) can be bounded using lemmas 2.5 and 2.6, and Cauchy-Schwarz's inequality, as follows

$$
\begin{align*}
& \int_{t^{n-1}}^{t^{n}} \sum_{K \in \mathcal{T}_{h}^{n}} \int_{K} \delta_{K}\left(f^{n}-\partial_{t} u_{h \tau}-\varepsilon \Delta u_{h}^{n}-\boldsymbol{a} \cdot \nabla u_{h}^{n}+b u_{h}^{n}\right)\left(-\varepsilon \Delta I_{h}^{n} e-\boldsymbol{a} \cdot \nabla I_{h}^{n} e+b_{n} I_{h}^{n} e\right) \\
\preceq & \int_{t^{n-1}}^{t^{n}} \sum_{K \in \mathcal{T}_{h}^{n}} \alpha_{K}\left\|f^{n}-\partial_{t} u_{h \tau}-\varepsilon \Delta u_{h}^{n}-\boldsymbol{a} \cdot \nabla u_{h}^{n}+b u_{h}^{n}\right\|_{0, K}\|e\|_{\widetilde{\omega}_{K}} \\
\preceq & \int_{t^{n-1}}^{t^{n}} \sum_{K \in \mathcal{T}_{h}^{n}}\left\{\alpha_{K}\left\|R_{K}^{n}\right\|_{0, K}+\alpha_{K}\left\|f^{n}-\Pi_{h}^{n} f\right\|_{0, K}+\frac{t^{n}-t}{\tau_{n}} \alpha_{K} \| \varepsilon \Delta\left(u_{h}^{n}-u_{h}^{n-1}\right)\right. \\
& \left.-\boldsymbol{a} \cdot \nabla\left(u_{h}^{n}-u_{h}^{n-1}\right)-b\left(u_{h}^{n}-u_{h}^{n-1}\right) \|_{0, K}\right\}\|e\|_{\tilde{\omega}_{K}} \\
\preceq & \int_{t^{n-1}}^{t^{n}}\left(\sum _ { K \in \mathcal { T } _ { h } ^ { n } } \left\{\alpha_{K}^{2}\left\|R_{K}^{n}\right\|_{0, K}^{2}+\alpha_{K}^{2}\left\|f^{n}-\Pi_{h}^{n} f\right\|_{0, K}^{2}\right.\right. \\
& \left.\left.+\frac{\left(t^{n}-t\right)^{2}}{\tau_{n}^{2}} \alpha_{K}^{2}\left\|u_{h}^{n}-u_{h}^{n-1}\right\|_{K}^{2}\left(\varepsilon^{-1 / 2}\|\boldsymbol{a}\|_{\infty, K}+\|b\|_{\infty, K}\right)^{2}\right\}\right)^{1 / 2}\left(\sum_{K \in \mathcal{T}_{h}^{n}}\|e\|_{\widetilde{\omega}_{K}}^{2}\right)^{1 / 2} \\
\preceq & \left(\int_{t^{n-1}}^{t^{n}} \sum_{K \in \mathcal{T}_{h}^{n}} \alpha_{K}^{2}\left\|R_{K}^{n}\right\|_{0, K}^{2}+\int_{t^{n-1}}^{t^{n}} \sum_{K \in \mathcal{T}_{h}^{n}} \alpha_{K}^{2}\left\|f^{n}-\Pi_{h}^{n} f\right\|_{0, K}^{2}\right. \\
& \left.+\sum_{K \in \mathcal{T}_{h}^{n}} \frac{\tau_{n}}{3} \alpha_{K}^{2}\left\|u_{h}^{n}-u_{h}^{n-1}\right\|_{K}^{2}\left(\varepsilon^{-1 / 2}\|\boldsymbol{a}\|_{\infty, K}+\|b\|_{\infty, K}\right)^{2}\right)^{1 / 2}\left(\int_{t^{n-1}}^{t^{n}}\|e\|^{2}\right)^{1 / 2} . \tag{4.10}
\end{align*}
$$

Finally, using Cauchy-Schwarz's inequality, (4.9), (4.10) and Lemma 3.3, we bound (4.8) as follows

$$
\begin{align*}
& \int_{t^{n-1}}^{t^{n}}\left\langle\partial_{t} e, I_{h}^{n} e\right\rangle+\int_{t^{n-1}}^{t^{n}}\left\{\varepsilon\left(\nabla e, \nabla\left(I_{h}^{n} e\right)\right)+\left(\boldsymbol{a} \cdot \nabla e, I_{h}^{n} e\right)+\left(b e, I_{h}^{n} e\right)\right\} \\
& \leq\left(\int_{t^{n-1}}^{t^{n}}\left\|f-f^{n}\right\|_{0, \Omega}^{2}\right)^{1 / 2}\left(\int_{t^{n-1}}^{t^{n}}\|e\|^{2}\right)^{1 / 2}+\left(\int_{t^{n-1}}^{t^{n}}\left\|g-g^{n}\right\|_{0, \Gamma_{N}}^{2}\right)^{1 / 2}\left(\int_{t^{n-1}}^{t^{n}}\|e\|^{2}\right)^{1 / 2} \\
& +\left(\int_{t^{n-1}}^{t^{n}} \sum_{K \in \mathcal{T}_{h}^{n}} \alpha_{K}^{2}\left\|R_{K}^{n}\right\|_{0, K}^{2}+\int_{t^{n-1}}^{t^{n}} \sum_{K \in \mathcal{T}_{h}^{n}} \alpha_{K}^{2}\left\|f^{n}-\Pi_{h}^{n} f\right\|_{0, K}^{2}\right. \\
& \left.+\sum_{K \in \mathcal{T}_{h}^{n}} \frac{\tau_{n}}{3} \alpha_{K}^{2}\left\|u_{h}^{n}-u_{h}^{n-1}\right\|_{K}^{2}\left(\varepsilon^{-1 / 2}\|\boldsymbol{a}\|_{\infty, K}+\|b\|_{\infty, K}\right)^{2}\right)^{1 / 2}\left(\int_{t^{n-1}}^{t^{n}}\|e\|^{2}\right)^{1 / 2} \\
& +\left(\frac{\tau_{n}}{3}\left\|u_{h}^{n}-u_{h}^{n-1}\right\|^{2}\left(1+\|b\|_{\infty, \Omega}+\varepsilon^{-1 / 2}\|\boldsymbol{a}\|_{\infty, \Omega}\right)^{2}\right)^{1 / 2}\left(\int_{t^{n-1}}^{t^{n}}\|e\|^{2}\right)^{1 / 2} \\
\preceq & \left(\int_{t^{n-1}}^{t^{n}}\left\|f-f^{n}\right\|_{0, \Omega}^{2}+\int_{t^{n-1}}^{t^{n}}\left\|g-g^{n}\right\|_{0, \Gamma_{N}}^{2}+\int_{t^{n-1}}^{t^{n}} \sum_{K \in \mathcal{T}_{h}^{n}} \alpha_{K}^{2}\left\|R_{K}^{n}\right\|_{0, K}^{2}\right. \\
& +\int_{t^{n-1}}^{t^{n}} \sum_{K \in \mathcal{T}_{h}^{n}} \alpha_{K}^{2}\left\|f^{n}-\Pi_{h}^{n} f\right\|_{0, K}^{2}+\sum_{K \in \mathcal{T}_{h}^{n}} \frac{\tau_{n}}{3} \alpha_{K}^{2}\left\|u_{h}^{n}-u_{h}^{n-1}\right\|_{K}^{2}\left(\varepsilon^{-1 / 2}\|\boldsymbol{a}\|_{\infty, K}+\|b\|_{\infty, K}\right)^{2} \\
& \left.+\frac{\tau_{n}}{3}\left\|u_{h}^{n}-u_{h}^{n-1}\right\|^{2}\left(1+\|b\|_{\infty, \Omega}+\varepsilon^{-1 / 2}\|\boldsymbol{a}\|_{\infty, \Omega}\right)^{2}\right)^{1 / 2}\left(\int_{t^{n-1}}^{t^{n}}\|e\|^{2}\right)^{1 / 2} \\
\preceq & \left(\int_{t^{n-1}}^{t^{n}}\left\|f-f^{n}\right\|_{0, \Omega}^{2}+\int_{t^{n-1}}^{t^{n}}\left\|g-g^{n}\right\|_{0, \Gamma_{N}}^{2}+\int_{t^{n-1}}^{t^{n}} \sum_{K \in \mathcal{T}_{h}^{n}} \alpha_{K}^{2}\left\|R_{K}^{n}\right\|_{0, K}^{2}\right. \\
& +\int_{t^{n-1}}^{t^{n}} \sum_{K \in \mathcal{T}_{h}^{n}} \alpha_{K}^{2}\left\|f^{n}-\Pi_{h}^{n} f\right\|_{0, K}^{2}+\sum_{K \in \mathcal{T}_{h}^{n}} \frac{\tau_{n}}{3}\left\|u_{h}^{n}-u_{h}^{n-1}\right\|_{K}^{2}\left(\alpha_{K}^{2}\left(\varepsilon^{-1 / 2}\|\boldsymbol{a}\|_{\infty, K}+\|b\|_{\infty, K}\right)^{2}\right. \\
& \left.\left.+\left(1+\|b\|_{\infty, \Omega}+\varepsilon^{-1 / 2}\|\boldsymbol{a}\|_{\infty, \Omega}\right)^{2}\right)\right)^{1 / 2}\left(\int_{t^{n-1}}^{t^{n}}\|e\|^{2}\right)^{1 / 2} \cdot \tag{4.11}
\end{align*}
$$

Thus the upper bound (4.3) is a consequence of (4.5), (4.7) and (4.11), Cauchy-Schwarz's and Young's inequalities and the identity

$$
\int_{t^{n-1}}^{t^{n}}\left\langle\partial_{t} e, e\right\rangle=\frac{1}{2}\left(\left\|e\left(t^{n}, \cdot\right)\right\|_{0, \Omega}^{2}-\left\|e\left(t^{n-1}, \cdot\right)\right\|_{0, \Omega}^{2}\right) .
$$

To prove the lower bound (4.4), we consider the bubble functions defined in Section 3. Integration by part implies that for all $w \in H_{D}^{1}(\Omega)$ and $t \in\left[t^{n-1}, t^{n}\right]$

$$
\begin{align*}
\left(R_{K}^{n}, w\right)_{K}= & \int_{K}\left(f w-\partial_{t} u_{h \tau} w-\varepsilon \nabla u_{h \tau} \nabla w-\boldsymbol{a} \cdot \nabla u_{h \tau} w-b u_{h \tau} w-\left(f-\Pi_{K}^{n} f\right) w\right) \\
& +\sum_{E \in \mathcal{E}_{K}} \int_{E} \nabla u_{h \tau} \cdot \boldsymbol{n}_{E} w d s \\
= & \left\langle\partial_{t} e, w\right\rangle+\varepsilon(\nabla e, \nabla w)_{K}+(\boldsymbol{a} \cdot \nabla e, w)_{K}+(b e, w)_{K} \\
& +\sum_{E \in \mathcal{E}_{K}} \int_{E} \nabla u_{h \tau} \cdot \boldsymbol{n}_{E} w d s-\sum_{E \in \mathcal{E}_{K}} \int_{E} \nabla u \cdot \boldsymbol{n}_{E} w d s-\int_{K}\left(f-\Pi_{K}^{n} f\right) w \tag{4.12}
\end{align*}
$$

If we consider $w=w_{K}^{n}(t, \cdot)$ in (4.12), with $w_{K}^{n}(t, \cdot):=\psi_{K}(\cdot) \psi_{n}(t) R_{K}^{n}(t, \cdot)$ for $t \in\left[t^{n-1}, t^{n}\right]$, we have

$$
\begin{aligned}
\left(R_{K}^{n}, w_{K}^{n}(t, \cdot)\right)_{K}= & \left\langle\partial_{t} e, w_{K}^{n}(t, \cdot)\right\rangle+\varepsilon\left(\nabla e, \nabla w_{K}^{n}(t, \cdot)\right)_{K}+\left(\boldsymbol{a} \cdot \nabla e, w_{K}^{n}(t, \cdot)\right)_{K}+\left(b e, w_{K}^{n}(t, \cdot)\right)_{K} \\
& -\int_{K}\left(f-\Pi_{K}^{n} f\right) w_{K}^{n}(t, \cdot)
\end{aligned}
$$

Integrating between $t^{n-1}$ and $t^{n}$ in the above equation and using integration by part in time, we obtain

$$
\begin{align*}
\int_{t^{n-1}}^{t^{n}}\left(R_{K}^{n}, w_{K}^{n}\right)_{K}= & -\int_{t^{n-1}}^{t^{n}} \int_{K} \partial_{t} w_{K}^{n} e+\int_{t^{n-1}}^{t^{n}}\left\{\varepsilon\left(\nabla e, \nabla w_{K}^{n}\right)_{K}+\left(\boldsymbol{a} \cdot \nabla e, w_{K}^{n}\right)_{K}+\left(b e, w_{K}^{n}\right)_{K}\right\} \\
& -\int_{t^{n-1}}^{t^{n}} \int_{K}\left(f-\Pi_{K}^{n} f\right) w_{K}^{n} \tag{4.13}
\end{align*}
$$

On the other hand, from lemmas 3.1 and 3.2 we have

$$
\begin{align*}
\int_{t^{n-1}}^{t^{n}}\left(R_{K}^{n}, w_{K}^{n}\right)_{K} & =\int_{t^{n-1}}^{t^{n}} \psi_{n}\left(R_{K}^{n}, \psi_{K} R_{K}^{n}\right)_{K} \\
& \succeq \int_{t^{n-1}}^{t^{n}}\left\|R_{K}^{n}\right\|_{0, K}^{2} \psi_{n} \\
& \succeq \int_{t^{n-1}}^{t^{n}}\left\|R_{K}^{n}\right\|_{0, K}^{2} \tag{4.14}
\end{align*}
$$

Thus, using Cauchy-Schwarz's inequality, lemmas 3.1 and 3.2 , (4.13) and multiplying (4.14) by $\alpha_{K}$, we obtain

$$
\begin{align*}
\alpha_{K}\left(\int_{t^{n-1}}^{t^{n}}\left\|R_{K}^{n}\right\|_{0, K}^{2}\right)^{1 / 2} \preceq & \left(\int_{t^{n-1}}^{t^{n}}\|e\|^{2}\right)^{1 / 2}\left(1+\|b\|_{\infty, K}+\alpha_{K} \varepsilon^{-1 / 2}\|\boldsymbol{a}\|_{\infty, K}+\frac{\alpha_{K}}{\tau_{n}}\right) \\
& +\alpha_{K}\left(\int_{t^{n-1}}^{t^{n}}\left\|f-\Pi_{K}^{n} f\right\|_{0, K}^{2}\right)^{1 / 2} \tag{4.15}
\end{align*}
$$

Now, for $E \in \mathcal{E}_{h, \Omega}^{n}$ we define $w_{E}^{n}(t, \cdot):=\psi_{E, \theta_{E}}(\cdot) \psi_{n}(t)\left(-\varepsilon\left[\partial_{\boldsymbol{n}_{E}} u_{h \tau}(t, \cdot)\right]_{E}\right)$, for $t \in\left[t^{n-1}, t^{n}\right]$. Taking $v=w_{E}^{n}(t, \cdot)$ in (4.2), we obtain

$$
\begin{align*}
& \int_{E}-\varepsilon \llbracket \partial_{\boldsymbol{n}_{E}} u_{h \tau} \rrbracket_{E} w_{E}^{n}(t, \cdot) d s=\left\langle\partial_{t} e, w_{E}^{n}(t, \cdot)\right\rangle+B\left(e, w_{E}^{n}(t, \cdot)\right) \\
& -\sum_{K \subset \omega_{E}} \int_{K} R_{K}^{n} w_{E}^{n}(t, \cdot)-\sum_{K \subset \omega_{E}} \int_{K}\left(f-\Pi_{K}^{n} f\right) w_{E}^{n}(t, \cdot) \tag{4.16}
\end{align*}
$$

Thus

$$
\begin{align*}
& \int_{t^{n-1}}^{t^{n}} \int_{E}-\varepsilon \llbracket \partial_{\boldsymbol{n}_{E}} u_{h \tau} \rrbracket_{E} w_{E}^{n} d s \\
= & -\sum_{K \subset \omega_{E}} \int_{t^{n-1}}^{t^{n}} \int_{K} \partial_{t} w_{E}^{n} e+\int_{t^{n-1}}^{t^{n}}\left\{\varepsilon\left(\nabla e, \nabla w_{E}^{n}\right)+\left(\boldsymbol{a} \cdot \nabla e, w_{E}^{n}\right)+\left(b e, w_{E}^{n}\right)\right\} \\
& -\sum_{K \subset \omega_{E}} \int_{t^{n-1}}^{t^{n}} \int_{K} R_{K}^{n} w_{E}^{n}-\sum_{K \subset \omega_{E}} \int_{t^{n-1}}^{t^{n}} \int_{K}\left(f-\Pi_{K}^{n} f\right) w_{E}^{n} . \tag{4.17}
\end{align*}
$$

We bound each term on the right side of (4.17). By Cauchy-Schwarz's inequality, lemmas 3.1 and 3.2 we have

$$
\begin{equation*}
\sum_{K \subset \omega_{E}} \int_{t^{n-1}}^{t^{n}} \int_{K} \partial_{t} w_{E}^{n} e \preceq\left(\int_{t^{n-1}}^{t^{n}}\|e\|_{\omega_{E}}^{2}\right)^{1 / 2}\left(\int_{t^{n-1}}^{t^{n}}\left\|-\varepsilon \llbracket \partial_{\boldsymbol{n}_{E}} u_{h \tau} \rrbracket_{E}\right\|_{0, E}^{2}\right)^{1 / 2} \frac{\varepsilon^{1 / 4} \alpha_{E}^{1 / 2}}{\tau_{n}} \tag{4.18}
\end{equation*}
$$

also

$$
\begin{align*}
& \int_{t^{n-1}}^{t^{n}}\left\{\varepsilon\left(\nabla e, \nabla w_{E}^{n}\right)+\left(\boldsymbol{a} \cdot \nabla e, w_{E}^{n}\right)+\left(b e, w_{E}^{n}\right)\right\} \\
& \preceq \int_{t^{n-1}}^{t^{n}}\|e\|_{\omega_{E}}\left\{\left(1+\|b\|_{\infty, \omega_{E}}\right)\left\|w_{E}^{n}\right\|_{\omega_{E}}+\varepsilon^{-1 / 2}\|\boldsymbol{a}\|_{\infty, \omega_{E}}\left\|w_{E}^{n}\right\|_{0, \omega_{E}}\right\} \\
& \preceq \int_{t^{n-1}}^{t^{n}}\|e\|_{\omega_{E}}\left\{\left(1+\|b\|_{\infty, \omega_{E}}\right) \varepsilon^{1 / 4} \alpha_{E}^{-1 / 2}+\varepsilon^{-1 / 2}\|\boldsymbol{a}\|_{\infty, \omega_{E}} \varepsilon^{1 / 4} \alpha_{E}^{1 / 2}\right\}\left\|-\varepsilon\left[\partial_{\boldsymbol{n}_{E}} u_{h \tau}\right]_{E}\right\|_{0, E} \\
& \preceq\left(\int_{t^{n-1}}^{t^{n}}\left\|-\varepsilon\left[\partial_{\boldsymbol{n}_{E}} u_{h \tau}\right]_{E}\right\|_{0, E}^{2}\right)^{1 / 2}\left\{\left(1+\|b\|_{\left.\infty, \omega_{E}\right)}\right) \varepsilon^{1 / 4} \alpha_{E}^{-1 / 2}+\varepsilon^{-1 / 4}\|\boldsymbol{a}\|_{\infty, \omega_{E}} \alpha_{E}^{1 / 2}\right\} \\
& \times\left(\int_{t^{n-1}}^{t^{n}}\|e\|_{\omega_{E}}^{2}\right)^{1 / 2} . \tag{4.19}
\end{align*}
$$

By Cauchy-Schwarz's inequality, (4.15), lemmas 3.1 and 3.2 , we obtain

$$
\begin{align*}
& \sum_{K \subset \omega_{E}} \int_{t^{n-1}}^{t^{n}} \int_{K} R_{K}^{n} w_{E}^{n} \preceq\left(\int_{t^{n-1}}^{t^{n}}\left\|-\varepsilon \llbracket \partial_{\boldsymbol{n}_{E}} u_{h \tau} \rrbracket_{E}\right\|_{0, E}^{2}\right)^{1 / 2}\left\{\varepsilon^{1 / 4} \alpha_{E}^{-1 / 2}\left(\int_{t^{n-1}}^{t^{n}}\|e\|_{\omega_{E}}^{2}\right)^{1 / 2}\right. \\
& \left.\times\left\{\left(1+\|b\|_{\infty, \omega_{E}}\right)+\alpha_{E} \varepsilon^{-1 / 2}\|\boldsymbol{a}\|_{\infty, \omega_{E}}+\frac{\alpha_{E}}{\tau_{n}}\right\}+\varepsilon^{1 / 4} \alpha_{E}^{1 / 2}\left(\int_{t^{n-1}}^{t^{n}}\left\|f-\Pi_{K}^{n} f\right\|_{0, \omega_{E}}^{2}\right)^{1 / 2}\right\} \tag{4.20}
\end{align*}
$$

also

$$
\begin{align*}
\sum_{K \subset \omega_{E}} \int_{t^{n-1}}^{t^{n}} \int_{K}\left(f-\Pi_{K}^{n} f\right) w_{E}^{n} \preceq & \varepsilon^{1 / 4} \alpha_{E}^{1 / 2}\left(\int_{t^{n-1}}^{t^{n}}\left\|f-\Pi_{K}^{n} f\right\|_{0, \omega_{E}}^{2}\right)^{1 / 2} \\
& \times\left(\int_{t^{n-1}}^{t^{n}}\left\|-\varepsilon \llbracket \partial_{\boldsymbol{n}_{E}} u_{h \tau} \rrbracket_{E}\right\|_{0, E}^{2}\right)^{1 / 2} \tag{4.21}
\end{align*}
$$

Thus, using (4.17)-(4.21) and lemmas 3.1 and 3.2 , we arrive at

$$
\begin{align*}
& \varepsilon^{-1 / 4} \alpha_{E}^{1 / 2}\left(\int_{t^{n-1}}^{t^{n}}\left\|-\varepsilon \llbracket \partial_{\boldsymbol{n}_{E}} u_{h \tau} \rrbracket_{E}\right\|_{0, E}^{2}\right)^{1 / 2} \preceq \alpha_{E}\left(\int_{t^{n-1}}^{t^{n}}\left\|f-\Pi_{K}^{n} f\right\|_{0, \omega_{E}}^{2}\right)^{1 / 2} \\
& +\left(\int_{t^{n-1}}^{t^{n}}\|e\|_{\omega_{E}}\right)^{1 / 2}\left\{1+\|b\|_{\infty, \omega_{E}}+\varepsilon^{-1 / 2}\|\boldsymbol{a}\|_{\infty, \omega_{E}} \alpha_{E}+\frac{\alpha_{E}}{\tau_{n}}\right\} . \tag{4.22}
\end{align*}
$$

Similarly, if $E \in \mathcal{E}_{h, N}^{n}$ and $w_{E}^{n}:=\psi_{E, \theta_{E}} \psi_{n}\left(\Pi_{E}^{n} g-\varepsilon \partial_{\boldsymbol{n}_{E}} u_{h \tau}\right)$, it follows that

$$
\begin{align*}
& \varepsilon^{-1 / 4} \alpha_{E}^{1 / 2}\left(\int_{t^{n-1}}^{t^{n}}\left\|\Pi_{E}^{n} g-\varepsilon \partial_{\boldsymbol{n}_{E}} u_{h \tau}\right\|_{0, E}^{2}\right)^{1 / 2} \preceq \alpha_{E}\left(\int_{t^{n-1}}^{t^{n}}\left\|f-\Pi_{K}^{n} f\right\|_{0, K}^{2}\right)^{1 / 2} \\
& +\left(\int_{t^{n-1}}^{t^{n}}\|e\|_{K}\right)^{1 / 2}\left\{1+\|b\|_{\infty, K}^{2}+\varepsilon^{-1 / 2}\|\boldsymbol{a}\|_{\infty, K} \alpha_{E}+\frac{\alpha_{E}}{\tau_{n}}\right\} \\
& +\varepsilon^{-1 / 4} \alpha_{E}^{1 / 2}\left(\int_{t^{n-1}}^{t^{n}}\left\|g-\Pi_{E}^{n} g\right\|_{0, E}^{2}\right)^{1 / 2} . \tag{4.23}
\end{align*}
$$

The lower bound (4.4) is a direct consequence of (4.15), (4.22) and (4.23).

## 5. Numerical experiments

In order to develop an adaptive algorithm, we introduce the time error estimator (see [4] and [15]) defined by

$$
\begin{align*}
\left(\eta_{t, K}^{n}\right)^{2} & :=\frac{1}{3} \tau_{n}\left\|u_{h}^{n}-u_{h}^{n-1}\right\|_{K}^{2} \quad \forall t \in\left[t^{n-1}, t^{n}\right]  \tag{5.1}\\
\eta_{t}^{n} & :=\left(\sum_{K \in \mathcal{T}_{h}^{n}}\left(\eta_{t, K}^{n}\right)^{2}\right)^{1 / 2}
\end{align*}
$$

From Theorem 4.2 we note that $\left(\left(\eta_{\Omega}^{n}\right)^{2}+\left(\eta_{t}^{n}\right)^{2}\right)^{1 / 2}$ is a good approximation of

$$
\|e\|_{\left[t^{n-1}, t^{n}\right] \times \Omega}:=\left(\int_{t^{n-1}}^{t^{n}}\|e\|^{2}\right)^{1 / 2}
$$

The adaptive procedure in space is such that for each $n, 1 \leq n \leq N$, we compute the space-time local error estimator $\eta_{h, K}^{n}:=\eta_{K}^{n}+\eta_{t, K}^{n}$ for $K$ in $\mathcal{T}_{h}^{n}$ and $t \in\left[t^{n-1}, t^{n}\right]$, and refine those elements $K \in \mathcal{T}_{h}^{n}$ such that

$$
\begin{equation*}
\eta_{h, K}^{n} \geq \theta_{h} \max \left\{\eta_{h, K}^{n}: K \in \mathcal{T}_{h}^{n}\right\} \tag{5.2}
\end{equation*}
$$

where $\left.\theta_{h} \in\right] 0,1[$ is a prescribed parameter. This procedure is repeated a fixed number of iterations or until a stop criteria is fulfilled. The aim of the time adaptive procedure is to develop a partition $0=t^{0}<t^{1}<$ $\ldots<t^{N}=T$, such that in each interval $\left[t^{n-1}, t^{n}\right]$ the following condition is fulfilled (see [15])

$$
\begin{equation*}
\frac{\left(\sum_{n=1}^{N}\left(\eta_{t}^{n}\right)^{2}\right)^{1 / 2}}{\left(\sum_{n=1}^{N}\left\|u_{h}^{n}\right\|^{2}\right)^{1 / 2}} \leq \theta_{N} \tag{5.3}
\end{equation*}
$$

where $\left.\theta_{N} \in\right] 0,1[$ is a prescribed parameter, which means that the relative error is close to a preset tolerance. In our computations, to satisfy (5.3), we consider the following necessary condition

$$
\left(\eta_{t}^{n}\right)^{2} \leq \theta_{N}^{2}\left\|u_{h}^{n}\right\|^{2}
$$

for each $n, 1 \leq n \leq N$.

Remark 5.1. To solve Problem (SP) we use piecewise linear functions which correspond to take $k=1$ in the definition of the Lagrange finite element space. On the other hand, for the adaptive procedure we use the mesh generator Triangle which allows to create successively refined meshes (for details, see [20]). Other mesh adapted approach is obtained using the BL2D mesh generator (see [7]). The difference between Triangle and BL2D is the refinement algorithm.

Remark 5.2. Note that the solution $u_{h}^{n-1}$, at time $t^{n-1}$, is defined on the mesh $\mathcal{T}_{h}^{n-1}$, thus to compute the solution $u_{h}^{n}$, at time $t^{n}$, using our adapted scheme, we need to interpolate $u_{h}^{n-1}$ onto the new mesh $\mathcal{T}_{h}^{n}$ (see step 13 in the Adaptive algorithm below). In our case, we use the Shepard's algorithm to compute this interpolation (for details, see [19]).

The adaptive algorithm that we use is introduced in Algorithm 1, this procedure is similar to the one introduced in [15].

```
Algorithm 1 : Adaptive algorithm
    Input: \(\mathcal{T}_{h}^{0}, u_{h}^{0}, n=1, \tau_{n}\)
    while \(t \leq T\) do
        Compute \(u_{h}^{n}, \eta_{t, K}^{n}, \eta_{K}^{n}\)
        if \(\eta_{t}^{n}<\theta_{N}\left\|u_{h}^{n}\right\|_{\Omega}\) then
            while stop criteria do
            for all \(K \in \mathcal{T}_{h}^{n}\) do
                        if \(\eta_{h, K}^{n} \geq \theta_{h} \max \left\{\eta_{h, K}^{n}: K \in \mathcal{T}_{h}^{n}\right\}\) then
                        mark the element \(K\) for refinement
                    end if
            end for
            create a refined mesh \(\mathcal{T}\)
            \(\mathcal{T}_{h}{ }^{n} \leftarrow \mathcal{T}\)
            interpolate \(u_{h}^{n-1}\) on \(\mathcal{T}_{h}^{n}\) (Shepard's algorithm)
            Compute \(u_{h}^{n}, \eta_{t, K}^{n}, \eta_{K}^{n}\)
            end while
            \(t \leftarrow t+\tau_{n}\)
            \(n \leftarrow n+1\)
        else
            \(t \leftarrow t-\tau_{n}\)
            \(\tau_{n} \leftarrow \tau_{n} / 2\)
            \(t \leftarrow t+\tau_{n}\)
        end if
    end while
```

In the following, we present three numerical test to show the performance of the stabilized scheme, introduced in problem (SP), and the adapted scheme based in the a posteriori error estimator introduced in (4.2) and (5.1).

The first test concern the numerical validation of our stabilized scheme trough a convergence analysis, in this case we see a perfect agreement between the theoretical order of convergence and the numerical ones. The other two tests are introduced to show the effectiveness of our adapted scheme, to produce adapted meshes that can capture the physical phenomena with precision.
5.1. An analytical solution. We consider the time-space domain $] 0,1[\times \Omega$ where $\Omega:=] 0,1\left[{ }^{2}, \varepsilon=1\right.$, $a=(1$, $1), b=1, u(0, \cdot)=0$ and $f$ such that the solution of $(\mathrm{P})$ is given by

$$
u(t, x, y)=16 \operatorname{txy}(1-x)(1-y)
$$

We consider a sequence of uniform meshes and compute the norms: $\left\|u-u_{h \tau}\right\|_{[0,1] \times \Omega},\left|u-u_{h \tau}\right|_{[0,1] \times H^{1}(\Omega)}$ and $\left\|u-u_{h \tau}\right\|_{[0,1] \times L^{2}(\Omega)}$ defined by

$$
\begin{aligned}
\left\|u-u_{h \tau}\right\|_{[0,1] \times L^{2}(\Omega)}^{2} & :=\int_{0}^{1}\left\|u-u_{h \tau}\right\|_{0, \Omega}^{2} \\
\left|u-u_{h \tau}\right|_{[0,1] \times H^{1}(\Omega)}^{2} & :=\int_{0}^{1}\left\|\nabla\left(u-u_{h \tau}\right)\right\|_{0, \Omega}^{2} \\
\left\|u-u_{h \tau}\right\|_{[0,1] \times \Omega}^{2} & :=\int_{0}^{1}\left\|u-u_{h \tau}\right\|^{2}
\end{aligned}
$$

where $u_{h \tau}$ is defined as in (4.1).
The results show, as expected, an $O\left(h^{2}\right)$ order of convergence for $\left\|u-u_{h \tau}\right\|_{[0,1] \times L^{2}(\Omega)}$ and $O(h)$ for $\left\|u-u_{h \tau}\right\|_{[0,1] \times \Omega}$ and $\left|u-u_{h \tau}\right|_{[0,1] \times H^{1}(\Omega)}$.


Figure 2. Convergence history for $\varepsilon=1$.
5.2. A diffusion problem. In this case we consider $\Omega:=]-0.25,1.25\left[^{2}, t \in\right] 0,1[, \varepsilon=1, \boldsymbol{a}=(0,0), b=1$, $f$ is obtained assuming that the solution of $(\mathrm{P})$ is given by

$$
u(t, x, y):=\beta(t) e^{-50 r^{2}(t, x, y)}
$$

with

$$
\begin{aligned}
r^{2}(t, x, y) & :=(x-0.4 t-0.3)^{2}+(y-0.4 t-0.3)^{2} \\
\beta(t) & :=1-e^{-50(0.98 t+0.01)^{2}}
\end{aligned}
$$

Note that $u$ is a Gaussian function, which center moves from $(0.3,0.3)$, at $t=0$, to $(0.7,0.7)$, at $t=1$ (see [15]).

We consider time and space adaptation with $\theta_{N}=9 \times 10^{-2}, \tau_{1}=0.33$ and $\theta_{h}=0.03$. The initial mesh is presented in the following figure.


Figure 3. Initial mesh with 74 elements.

Below we show the adapted meshes and solutions obtained using our adaptive scheme at different times.


Figure 4. Adapted mesh and solution at time $t=0.0667\left(\tau_{n}=0.0167\right)$.


Figure 5. Adapted mesh and solution at time $t=0.6167\left(\tau_{n}=0.0167\right)$.


Figure 6. Adapted mesh and solution at time $t=0.9500\left(\tau_{n}=0.0167\right)$.

As we show in Figures 4-6, the evolution of the solution is captured by the adapted meshes generated with the use of our error estimator.
5.3. An advection-diffusion problem. This example consists of solving ( P ) with $\Omega:=] 0,200[\times] 0,50[$, $t \in] 0,150[, \boldsymbol{a}=(1,0), b=0$ and $f=1$ in the circle of center $(25,25)$ and ratio 0.5 . In the first case we consider $\varepsilon=1$ and in the second one $\varepsilon=10^{-5}$, which allows us to test the performance of our error estimator in an extreme case. We choose the boundary conditions as shown in Figure 7, with $u(0, \cdot)=0$. The initial mesh is presented in Figure 8. Note that our adapted scheme produces, see Figures 9-11 and 12-14, meshes and solutions that are in perfect agreement with the physical phenomena even when the diffusion parameter is very small.


Figure 7. Boundary conditions.


Figure 8. Initial mesh. 828 elements.

To solve the stabilized problem (SP), we consider $\tau_{n}=3$ for $1 \leq n \leq N$. We show the solution at three different times for each value of $\varepsilon$.
Case $\varepsilon=1$



Figure 9. Solution and adapted mesh obtained by the adaptive process at time $t=9(\varepsilon=1)$.


Figure 10. Solution and adapted mesh obtained bv the adaptive process at time $t=75(\varepsilon=1)$.


Figure 11. Solution and adapted mesh obtained by the adaptive process at time $t=150(\varepsilon=1)$.

Case $\varepsilon=10^{-5}$


Figure 12. Solution and adapted mesh obtained by the adaptive process at time $t=9$ $\left(\varepsilon=10^{-5}\right)$.


Figure 13. Solution and adapted mesh obtained by the adaptive process at time $t=75$ $\left(\varepsilon=10^{-5}\right)$.


Figure 14. Solution and adapted mesh obtained by the adaptive process at time $t=150$ $\left(\varepsilon=10^{-5}\right)$.

## References

[1] G. Akrivis, C. Makridakis, and R. H. Nochetto. A posteriori error estimates for the Crank-Nicolson method for parabolic equations. Math. Comp., 75(254):511-531, 2006.
[2] R. Araya, E. Behrens, and R. Rodríguez. An adaptive stabilized finite element scheme for the advection-reaction-diffusion equation. Appl. Numer. Math., 54(3-4):491-503, 2005.
[3] I. Babuška, R. Durán, and R. Rodríguez. Analysis of the efficiency of an a posteriori error estimator for linear triangular finite elements. SIAM J. Numer. Anal., 29(4):947-964, 1992.
[4] A. Bergam, C. Bernardi, and Z. Mghazli. A posteriori analysis of the finite element discretization of some parabolic equations. Math. Comp., 74(251):1117-1138, 2005.
[5] M. Bieterman and I. Babuška. The finite element method for parabolic equations I. a posteriori error estimation. Numer. Math., 40(3):339-371, 1982.
[6] M. Bieterman and I. Babuška. The finite element method for parabolic equations II. A posteriori error estimation and adaptive approach. Numer. Math., 40(3):373-406, 1982.
[7] H. Borouchaki and P. Laug. The BL2D mesh generator: Beginner's guide, user's and programmer's manual. Technical Report 194, INRIA, Rocquencourt, 1996.
[8] Ph. Clèment. Approximation by finite element functions using local regularization. RAIRO Anal. Numér., 9:77-84, 1975.
[9] K. Eriksson and C. Johnson. Adaptive finite element methods for parabolic problems I: A linear model problem. SIAM J. Numer. Anal., 28(1):43-77, 1991.
[10] A. Ern and J.-L. Guermond. Theory and Practice of Finite Elements, volume 159 of Applied Mathematical Sciences. Springer-Verlag, New York, 2004.
[11] L. P. Franca and F. Valentin. On an improved unusual stabilized finite element method for the advective-reactive-diffusive equation. Comput. Methods Appl. Mech. Engrg., 190(13-14):1785-1800, 2000.
[12] L.P. Franca and A.L. Madureira. Element diameter free stability parameters for stabilized methods applied to fluids. Comput. Methods Appl. Mech. Engrg., 105(3):395-403, 1993.
[13] D. Leykekhman and L. B. Wahlbin. A posteriori error estimates by recovered gradients in parabolic finite element equations. BIT Numerical Mathematics, 48(3):585-605, 2008.
[14] N. Parés, P. Díez, and A. Huerta. Bounds of functional outputs for parabolic problems. Part I: Exact bounds of the discontinuous Galerkin time discretization. Comput. Methods Appl. Mech. Engrg., 197(19-20):1641-1660, 2008.
[15] M. Picasso. Adaptive finite elements for a linear parabolic problem. Comput. Methods Appl. Mech. Engrg., 167(3-4):223237, 1998.
[16] M. Picasso and V. Prachittham. An adaptive algorithm for the Crank-Nicolson scheme applied to a time-dependent convection-diffusion problem. J. Comput. Appl. Math., 233(4):1139-1154, 2009.
[17] H.-G. Roos, M. Stynes, and L. Tobiska. Numerical Methods for Singularly Perturbed Differential Equations: ConvectionDiffusion and Flow Problems, volume 24 of Springer Series in Computational Mathematics. Springer-Verlag, 1996.
[18] D. Schötzau and T. P. Wihler. A posteriori error estimation for $h p$-version time-stepping methods for parabolic partial differential equations. Numer. Math., 115(3):475-509, 2010.
[19] D. Shepard. A two-dimensional interpolation function for irregularly-spaced data. In Proceedings of the 1968 23rd ACM National Conference, pages 517-524, New York, 1968.
[20] J. Shewchuk. Triangle: Engineering a 2D quality mesh generator and Delaunay triangulator. In C. Ming and D. Manocha, editors, Applied Computational Geometry: Towards Geometric Engineering, volume 1148 of Lecture Notes in Computer Science, pages 203-222. Springer-Verlag, 1996.
[21] R. Verfürth. A posteriori error estimators for convection-diffusion equations. Numer. Math., 80(4):641-663, 1998.
[22] R. Verfürth. A posteriori error estimates for finite element discretizations of the heat equation. Calcolo, 40(3):195-212, 2003.
[23] R. Verfürth. Robust a posteriori error estimates for nonstationary convection-diffusion equations. SIAM J. Numer. Anal., 43(4):1783-1802, 2005.

CI² MA and Departamento de Ingeniería Matemática, Universidad de Concepción, Casilla 160-C, Concepción, Chile

E-mail address: raraya@ing-mat.udec.cl
Departamento de Ingeniería Matemática, Universidad de Concepción, Casilla 160-C, Concepción, Chile E-mail address: pvenegas@ing-mat.udec.cl

# Centro de Investigación en Ingeniería Matemática ( $\mathrm{Cl}^{2} \mathrm{MA}$ ) 

## PRE-PUBLICACIONES 2010-2011

2010-19 Gabriel N. Gatica, Ricardo Oyarzúa, Francisco J. Sayas: A twofold saddle point approach for the coupling of fluid flow with nonlinear porous media flow
2010-20 Gabriel N. Gatica, Antonio Marquez, Manuel A. Sanchez: A priori and a posteriori error analyses of a velocity-pseudostress formulation for a class of quasiNewtonian Stokes flows
2010-21 Raimund Bürger, Rosa Donat, Pep Mulet, Carlos A. Vega: On the implementation of WENO schemes for a class of polydisperse sedimentation models
2010-22 Fernando Betancourt, Raimund Bürger, Kenneth H. KARLSEN, Elmer M. Tory: On nonlocal conservation laws modeling sedimentation

2010-23 Ricardo Durán, Rodolfo Rodríguez, Frank Sanhueza: A finite element method for stiffened plates
2010-24 Fabián Flores-Bazán, Felipe Lara: Inner and outer estimates for solution sets and their asymptotic cones in vector optimization
2010-25 Tomás Barrios, Rommel Bustinza: An augmented discontinuous Galerkin method for stationary Stokes problem
2011-01 Alfredo Bermúdez, Rafael Muñoz-Sola, Carlos Reales, Rodolfo Rodríguez, Pilar Salgado: A proof of the Reynolds transport theorem in the space $W^{1,1}(Q)$. Extension to cylindrical coordinates
2011-02 Raimund Bürger, Ricardo Ruiz-Baier, Kai Schneider, Hector Torres: A multiresolution method for the simulation of sedimentation in inclined channels
2011-03 Gabriel N. Gatica, Antonio Marquez, Manuel A. Sanchez: Pseudostressbased mixed finite element methods for the Stokes problem in $R^{n}$ with Dirichlet boundary conditions. I: A priori error analysis
2011-04 Carlos D. Acosta, Raimund Bürger: Difference schemes stabilized by discrete mollification for degenerate parabolic equations in two space dimensions
2011-05 Rodolfo Araya, Pablo Venegas: An a posteriori error estimator for an unsteady advection-diffusion problem

Para obtener copias de las Pre-Publicaciones, escribir o llamar a: Director, Centro de Investigación en Ingeniería Matemática, Universidad de Concepción, Casilla 160-C, Concepción, Chile, Tel.: 41-2661324, o bien, visitar la página web del centro: http://www.ci2ma.udec.cl



[^0]:    Date: March 10, 2011.
    Key words and phrases. Advection-diffusion problem, a posteriori error estimator, parabolic problem, stabilized methods.
    This work was partially supported by Conicyt through Fondecyt Project 1070698, Fondap and Basal projects CMM, Universidad de Chile, $\mathrm{CI}^{2} \mathrm{MA}$, Universidad de Concepción and Conicyt Fellowship.

