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Abstract. We deal with stochastic evolution equations that describe the dy-
namics of open quantum systems. In particular, we focus on physical systems
with infinite dimensional space states such as bosons and atoms. Using resol-
vent approximations, we obtain a general sufficient condition for the existence
and uniqueness of regular solutions to the linear stochastic Schrödinger equa-
tions driven by cylindrical Brownian motions. From this we get a new crite-
rion for the existence and uniqueness of weak (probabilistic) regular solutions
to the non-linear stochastic Schrödinger equations. These stochastic evolution
equations on complex Hilbert spaces govern quantum measurement processes.
We apply our results to physical systems involving, essentially, measurements
of the position of particles.
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1. Introduction

This paper develops stochastic Schrödinger equations with infinite dimensional
space states. In other words, we are interested in stochastic evolution equations
arising from open quantum systems formed, for example, by bosons, atoms and/or
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infinitely many particles. First, using resolvent approximations we establish a gen-
eral sufficient condition for the existence and uniqueness of regular solutions to

Xt (ξ) = ξ +
∫ t

0

G (s)Xs (ξ) ds+
∞∑
k=1

∫ t

0

Lk (s)Xs (ξ) dW k
s . (1.1)

Here,
(
W k
)
k∈N is a sequence of real valued independent Wiener processes on a

filtered complete probability space
(

Ω,F, (Ft)t≥0 ,P
)

, X is a pathwise continu-
ous adapted stochastic processes taking values on a complex separable Hilbert
space (h, 〈·, ·〉), and (G (t))t≥0 , (Lk (t))t≥0 are given families of linear operators in
h satisfying formally

G (t) = −iH (t)− 1
2

∞∑
k=1

Lk (t)∗ Lk (t) , (1.2)

with H (t) self-adjoint operator. Second, we obtain the well-posedness of (1.1) for a
concrete class of physical systems. We deal, for example, with regularized versions
of the Hydrogen atom in interaction with heat baths.

A motivation for this article come from the relevant role playing by the sto-
chastic evolution equation with respect to cylindrical Brownian motion (1.1) in the
study of open quantum systems. In fact, E 〈Xt (ξ) , ·〉Xt (ξ) represents the density
operator at time t. From the mathematical point of view, with the help of (1.1)
we can deduce properties of the deterministic operator equations describing the
evolution of open quantum systems (see, e.g., [25, 26]). Moreover, (1.1) consti-
tute an important tool for proving the existence and uniqueness of solutions to
the so-called non-linear stochastic Schrödinger equations (i.e., the stochastic par-
tial differential equation (4.1) given below). These non-linear stochastic evolution
equations govern, for instance, quantum measurement processes (see, e.g., [18, 32])
and allow the numerical simulation of the evolution of the mean values of quantum
observables (see, e.g. [8, 22, 28]).

In [20], Holevo obtained the existence of weak (topological) solutions to (1.1).
Previously, approximating dissipative stochastic evolution equations by coercive
ones, Rozovskii [30] proved the existence and uniqueness of weak (topological)
regular solutions for a general class of dissipative linear stochastic evolution equa-
tions on Hilbert spaces. Applying the Galerkin method directly to (1.1), [21, 23]
showed that (1.1) has a unique strong regular solution. It is worth mentioning
that non-commutative versions of (1.1) driven by a finite number of quantum
noises have been treated, for example, in [7, 17].

In Subsection 3.1, we establish the existence and uniqueness of strong (topo-
logical) regular solutions to (1.1) under general hypotheses. Indeed, by means of
resolvent approximations, Subsection 6.2 obtains the existence of strong regular
solutions to (1.1) under general hypotheses. Furthermore, Subsection 3.2 examines
the martingale and Markov properties of X (ξ).

Section 3 and the corresponding Subsection 6.2 refine the techniques to show
the existence of strong regular solutions to (1.1). From this we obtain a general
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sufficient condition for the existence and uniqueness of strong regular solutions to
(1.1), which strengthens the applications of the stochastic Schrödinger equations
to real physical systems. In fact, Sections 3 and 4 lead to a new criterion for the
existence and uniqueness of weak (probabilistic) regular solutions to the non-linear
stochastic Schrödinger equations. Using Section 3, [26] proves the well-posedness
of the mean value of unbounded observables (like number, position and momen-
tum operators) with respect to the solutions of the quantum master equations.
Under the light of Section 3, Section 5 develops a class of open quantum systems
formulated in coordinate representation. Moreover, the resolvent approximations
used in Subsection 6.2 can yield new results on the existence of invariant density
operators for the quantum master equations (this work is in progress).

In Section 5 we restrict our attention to models that describe, essentially,
quantum non-demolition measurements of position. These open quantum systems
have been studied in detail in the physical literature (see, e.g., [8, 14, 18, 32]),
and can be reproduced in the laboratory using mechanical detectors. In particu-
lar, we verify that their equations of motion in coordinate representation satisfy
the assumptions of Section 3. We also illustrate that our results applied to atoms
whose Coulomb potentials have been regularized. In addition to that these phys-
ical systems have interest by themselves, their development is a step towards the
understanding of open quantum systems whose Hamiltonian operators have sin-
gularities (see, e.g., [1, 10] for early works in this direction).

For the reader convenience, Section 2 recalls notation and Section 6 is devoted
to proofs.

2. Notation

In this article, (h, 〈·, ·〉) is a separable complex Hilbert space whose scalar product
〈·, ·〉 is linear in the second variable and anti-linear in the first one. We write D (A)
for the domain of A, whenever A is a linear operator in h. If X, Z are normed
spaces, then we denote by L (X,Z) the set of all bounded operators from X to Z
and we define L (X) = L (X,X). We set [A,B] = AB − BA whenever A,B are
operators in h. By B (Y) we mean the set of all Borel set of the topological space
Y.

Suppose that C be a self-adjoint positive operator in h. For any x, y ∈ D (C)
we define 〈x, y〉C = 〈x, y〉+ 〈Cx,Cy〉 and ‖x‖C =

√
〈x, x〉C is the graph norm of

C. We use the symbol L2 (P, h) to denote the set of all square integrable random
variables from (Ω,F,P) to (h,B (h)). Moreover, L2

C (P, h) stands for the set of all
ξ ∈ L2 (P, h) such that ξ ∈ D (C) a.s. and E ‖ξ‖2C < ∞. We define πC : h→ h to
be

πC (x) =
{
x, if x ∈ D (C)
0, if x /∈ D (C) .

We denote by L2 (Rn,C), with n ∈ N, the set of all square integrable functions
from Rn (equipped with the Lebesgue measure ν) to C. In case g : Rn 7→ C is
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Borel measurable, to simplify notation we continue to write g for the operator in
L2 (Rn,C) given by f 7→ gf. Let Ck (Rn,C) (respectively Ck (Rn,R)) be the set
of all functions from Rn to C (respectively R) with continuous partial derivatives
up to order k. In addition, C∞0 (Rn,C) stands for the set of all functions from Rn
to C having compact support and continuous partial derivatives of any order. If
f : Rn 7→ C, then ∂f/∂xk denotes the partial derivative of f with respect to the
kth coordinate of it’s input variable, ∇f stands for the gradient of f and 4f is the
Laplacian of f . The symbol • denotes the pointwise product between two vectors
in Cn.

In what follows, the letter K denotes generic constants. We will write K (·)
for different non-decreasing non-negative functions on the interval [0,∞[ when no
confusion can arise.

3. Strong regular solutions to the stochastic Schrödinger equations

3.1. Linear stochastic Schrödinger equations

As in [23], we consider the following notion of strong regular solution to (1.1).

Hypothesis 1. Suppose that C is a self-adjoint positive operator in h such that:

(H1.1) For each k ∈ N: (i) D (C) ⊂ D (Lk (t)) whenever t ≥ 0; and (ii) Lk (·) ◦ πC
is measurable as a function from ([0,∞[× h,B ([0,∞[× h)) to (h,B (h)).

(H1.2) For all t ≥ 0, D (C) ⊂ D (G (t)). Moreover, G (·) ◦ πC is measurable as map
from ([0,∞[× h,B ([0,∞[× h)) to (h,B (h)).

Definition 3.1. Let Hypothesis 1 hold. Assume that T is either [0,∞[ or the interval
[0, T ], with T ∈ R+. An adapted process (Xt (ξ))t∈T taking values in h with con-
tinuous sample paths is called strong C-solution of (1.1) on T with initial datum
ξ if and only if:

• For any t ∈ T, E ‖Xt (ξ)‖2 ≤ E ‖ξ‖2, Xt (ξ) ∈ D (C) a.s. and

sup
s∈[0,t]

E ‖CXs (ξ)‖2 <∞.

• P-a.s. for all t ∈ T,

Xt (ξ) = ξ +
∫ t

0

G (s)πC (Xs (ξ)) ds+
∞∑
k=1

∫ t

0

Lk (s)πC (Xs (ξ)) dW k
s .

We next provide a sufficient condition for the existence and uniqueness of
strong C-solutions to (1.1).

Hypothesis 2. Let C satisfy Hypothesis 1. In addition assume that:

(H2.1) For all t ≥ 0 and x ∈ D (C) ‖G (t)x‖2 ≤ K (t) ‖x‖2C .
(H2.2) For every natural number k there exists a non-decreasing positive function Kk

on [0,∞[ satisfying ‖Lk (t)x‖2 ≤ Kk (t) ‖x‖2C for all x ∈ D (C) and t ≥ 0.
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(H2.3) There exists a non-decreasing non-negative function α and a core D1 of C2

for which

2<
〈
C2x,G (t)x

〉
+
∞∑
k=1

‖CLk (t)x‖2 ≤ α (t) ‖x‖2C

whenever x ∈ D1 and t ≥ 0.
(H2.4) There exists a core D2 of C such that for any x in D2 and t ≥ 0,

2< 〈x,G (t)x〉+
∞∑
k=1

‖Lk (t)x‖2 ≤ 0.

Theorem 3.1. Assume that Hypothesis 2 holds. Let ξ be a F0-measurable random
variable of L2

C (P, h). Then (1.1) has a unique strong C-solution (Xt (ξ))t≥0 with
initial datum ξ. Moreover,

E ‖CXt (ξ)‖2 ≤ exp (tα (t))
(
E ‖Cξ‖2 + tα (t)E ‖ξ‖2

)
.

Proof. Deferred to Subsection 6.2. �

In many practical situations like the autonomous case, the following lemma
guarantees the measurability of G (·) ◦ πC and Lk (·) ◦ πC required in Hypothesis
1.

Lemma 3.1. Let C be a self-adjoint positive operator in h. Suppose that L ∈
L ((D (C) , ‖·‖C) , h). Then L ◦ πC : (h,B (h))→ (h,B (h)) is measurable.

Proof. Deferred to Subsection 6.1. �

Remark 3.1. Suppose that L is a closable operator in h such that D (C) ⊂ D (L),
where C is aself-adjoint positive operator in h. Applying the closed graph theorem
gives L ∈ L ((D (C) , ‖·‖C) , h).

Remark 3.2. Hypothesis 2 is a refined version of non-explosion criteria that guar-
antee the Markov property of the quantum dynamical semigroups (see, e.g, [10,
11, 16]). Hypothesis 2 can be verified, for instance, in quantum oscillators [26],
quantum measurement processes [23] and infinite many particle systems [23].

3.2. Martingale and Markov properties

Subsection 3.1 makes it legitimate to assume Condition H3.2 given below. Indeed,
Theorem 3.1 shows that it applies to many physical open quantum systems.

Hypothesis 3. Let Hypothesis 1 and Condition H2.1 hold. Suppose that:

(H3.1) For all x ∈ D (C) and t ≥ 0 we have 2< 〈x,G (t)x〉+
∑∞
k=1 ‖Lk (t)x‖2 = 0.

(H3.2) Let ξ ∈ L2
C (P, h) be F0-measurable. Then for all T > 0, (1.1) has a unique

strong C-solution on [0, T ] with initial datum ξ.
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Remark 3.3. Condition H3.1 of Hypothesis 3 is a weak version of (1.2). Relation
(1.2) arises formally from physical situations where we can expect that the solutions
of the quantum master equations have trace 1 at any instant. Nevertheless, (1.2)
is not a sufficient condition for the minimal quantum dynamical semigroup to be
identity preserving (see, e.g., Section 3.5 of [16] for a counterexample).

We next prove the martingale property ‖X (ξ)‖2 under Hypothesis 3, which
establishes essentially the conservative property of the open quantum systems.

Theorem 3.2. Suppose that Hypothesis 3 holds and that ξ ∈ L2
C (P, h). Then(

‖Xt (ξ)‖2
)
t≥0

is a martingale. Moreover, for any measurable bounded function

f : (h,B (h))→ (R,B (R)) and t ≥ s ≥ 0 we have

E (f (Xt (ξ))�Fs) = E (f (Xt (ξ))�Xs (ξ)) (3.1)

=
∫

h

f (z)Ps,t (Xs (ξ) , dz) ,

where Ps,t (x, ·) is the Dirac measure δx provided that x /∈ D (C), and Ps,t (x, ·) is
the distribution at time t of the strong C-solution of (1.1) with initial datum at
time s equal to x ∈ D (C).

Proof. Deferred to Subsection 6.3. �

4. Non-linear stochastic Schrödinger equations

For any y ∈ h and t ≥ 0, we choose (by abuse of notation)

Lk (s, y) = Lk (s)πC (y)−<〈y, Lk (s)πC (y)〉 y,

and

G (s, y) = G (s)πC (y)

+
∞∑
k=1

(
< 〈y, Lk (s)πC (y)〉Lk (s)πC (y)− 1

2
<2 〈y, Lk (s)πC (y)〉 y

)
.

Then, the non-linear stochastic Schrödinger equation

Yt = Y0 +
∫ t

0

G (s, Ys) ds+
∞∑
k=1

∫ t

0

Lk (s, Ys) dW k
s (4.1)

describes quantum measurement processes (see, e.g., [2, 3, 5, 6, 14, 18, 32]) and
may represent objective (independent of any observer) trajectories of quantum
systems.

We now report our careful verification that we can use the same arguments
as in the proof of Theorem 1 of [24] for establishing the existence and uniqueness
of solutions to the stochastic evolution equation driven by a standard cylindrical
Brownian motion (4.1) under Hypothesis 3.
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Definition 4.1. Let C satisfy Hypothesis 1. Suppose that T is either [0,+∞[ or
[0, T ] provided T ∈ [0,+∞[. We say that

(
Ω,F, (Ft)t∈T ,Q, (Yt)t∈T ,

(
W k
t

)k∈N
t∈T

)
is

a solution of class C of (4.1) with initial distribution θ on the interval T if and
only if:
•
(
W k
)
k∈N is a sequence of real valued independent Brownian motions on the

filtered complete probability space
(
Ω,F, (Ft)t∈T ,Q

)
.

• (Yt)t∈T is an h-valued process with continuous sample paths such that the law
of Y0 coincides with θ and Q (‖Yt‖ = 1 for all t ∈ T) = 1.

• For every t ∈ T, Yt ∈ D (C) Q-a.s. and sups∈[0,t] EQ ‖CYs‖2 <∞.

• Q-a.s.,
(
Y,
(
W k
)
k∈N

)
satisfies (4.1) for all t ∈ T.

For abbreviation, we simply say
(
Q, (Yt)t∈T , (Wt)t∈T

)
is a C-solution of (4.1)

when no confusion can arise.

Theorem 4.1. Let C satisfy Hypothesis 3. Suppose that θ is a probability measure
on B (h) such that θ (D (C) ∩ {y ∈ h : ‖y‖ = 1}) = 1 and

∫
h
‖Cy‖2 θ (dx) < ∞.

Then (4.1) has a unique C-solution
(
Q, (Yt)t≥0 , (Bt)t≥0

)
with initial law θ.

Proof. Theorem 3.2 allows to use the same analysis as in the proof of Theorem 1
of [24] to show our statement. �

It is worth pointing out that in the proof of Theorem 4.1 we use the following
construction of C-solutions of (4.1) on finite intervals.

Theorem 4.2. Adopt the assumptions of Theorem 4.1. In addition, let (Xt (ξ))t≥0

be the C-strong solution of (1.1), where ξ is distributed according to θ. Define
Q = ‖XT (ξ)‖2 · P, where T ∈ ]0,+∞[. For any t ∈ [0, T ], we set

Yt =
{
Xt (ξ) / ‖Xt (ξ)‖ , if Xt (ξ) 6= 0
0, if Xt (ξ) = 0

and

Bkt = W k
t −

∫ t

0

1
‖Xs (ξ)‖2

d
[
W k, X (ξ)

]
s
,

with k ∈ N. Then
(

Ω,F, (Ft)t∈[0,T ] ,Q, (Yt)t∈[0,T ] ,
(
Bkt
)k∈N
t∈[0,T ]

)
is a C-solution of

(4.1) with initial distribution θ.

Proof. By Theorem 3.2, our assertion can be obtained proceeding along the same
lines as in the proof of Proposition 1 of [24]. �

5. Concrete physical systems

This section focusses on the following general model, which describes spinless par-
ticles in coordinate representation.
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Model 1. Let h = L2 (Rn,C), with n ∈ N. Suppose that t is an arbitrary non-
negative real number. We consider the Hamiltonian

H (t) = −α4+ g (t, ·) ,
where α > 0 and g : ([0,∞[× Rn,B ([0,∞[× Rn)) → (R,B (R)) is a measurable
function. For each k = 1, . . . ,m we set

Lk (t) = φk (t, ·) ,
with φk : ([0,∞[× Rn,B ([0,∞[× Rn)) → (C,B (C)) measurable. Moreover, we
choose Lk = 0 whenever k > m. Define

G (t) = −iH (t)− 1
2

m∑
k=1

|φk (t, ·)|2 .

Hypothesis 4. In the context of Model 1 we suppose that for all t ≥ 0 and x ∈ Rn

we have |g (t, x)| ≤ K (t)
(

1 + |x|2
)

and |∇g (t, x)| ≤ K (t) (1 + |x|). Moreover, we

assume that for any k = 1, . . . ,m we have: φk (t, ·) ∈ C2 (R,C),

max
{
|4φk (t, x)| ,

∣∣∣φk (t, x)4φk (t, x)
∣∣∣} ≤ K (t)

(
|x|2 + 1

)
(5.1)

and

max
{
|φk (t, x)| , |∇φk (t, x)| ,

∣∣∣φk (t, x)∇φk (t, x)
∣∣∣} ≤ K (t) (|x|+ 1) . (5.2)

whenever t ≥ 0 and x ∈ Rn.

By means of Theorems 3.1 and 4.1, we are able to obtain the well-posedness
of Model 1.

Theorem 5.1. Adopt the framework of Model 1 and Hypothesis 4. Let C = −4+
|x|2. Suppose that ξ is a F0-measurable random variable taking values in L2 (Rn,C)
such that E ‖ξ‖2 = 1 and E ‖Cξ‖2 <∞. Then (1.1) has a unique strong C-solution
with initial datum ξ. Moreover, (4.1) has a unique C-solution whose initial law
coincides with the distribution of ξ.

Proof. Deferred to Subsection 6.4. �

In order to illustrate the physical nature of Model 1, we next present a simple
process of continuous measurement of position.

Example 1. In the context of Model 1 we select n = m = 1 and α = 1/ (2M), with
M > 0. Moreover, we take g (t, x) = 0 and φ1 (t, x) = σx, where σ is a positive
real number.

Remark 5.1. Example 1 describes the dynamics of the continuous measurement of
position of a free quantum particle (see, e.g., [4, 9]). This process can be observed
with mechanical detectors. For a construction of a general class of models of spon-
taneous localizations in space we refer the reader to, for instance, [18]. Moreover,
Example 1 with g (t, x) = 0 replaced by g (t, x) = κx2, with κ > 0, models the
position measurement of a harmonically bound particle.



Linear stochastic Schrödinger equations 9

The next particular model is due to Singh and Rost [33]. It arises from the
application of intense linearly polarized laser to the hydrogen atom.

Example 2. In the framework of Model 1, we consider n = 1, α = 1/2 and g (t, x) =
V (x) + xF (t), where V (x) = −1/

√
x2 + a2 and

F (t) = F0 sin (βt+ δ)

 sin (πt/ (2τ)) , if t < τ
1, if τ ≤ t ≤ T − τ
cos2 (π (t+ τ − T ) / (2τ)) , if T − τ ≤ t ≤ T

.

Here β, δ ∈ R and a, F0, τ, T are positive constants. Select m = 1 and φ1 (t, x) = σx
for all x ∈ R, with σ > 0.

Remark 5.2. Example 2 simulates the evolution of the electron of the hydrogen
atom under the influence of a laser field F (t). In this context, V is a soft core
potential that approximates the Coulomb potential of the atom.

From [19] we have that our final example provides the evolution of a quantum
system in a fluctuating trap.

Example 3. Adopt Model 1 with n = m = 1, α = 1/ (2M) and g (t, x) = κx2,
where M > 0 and κ > 0. Set φ1 (t, x) = −iσx, whenever σ > 0.

6. Proofs

6.1. Proof of Lemma 3.1
We first characterize the domain of C by means of the Yosida approximation of
−C.

Lemma 6.1. Let C be a self-adjoint positive operator in h. For any n ∈ N we set
Rn = n (n+ C)−1. Then

D (C) = {x ∈ h : (CRnx)n converges} =
{
x ∈ h : sup

n∈N
‖CRnx‖ <∞

}
.

Proof. Since −C is dissipative and self-adjoint, for all x ∈ D (C) we have

CRnx −→n→∞ Cx (6.1)

(see, e.g., [15, 27]). Thus D (C) ⊂ {x ∈ h : (CRnx)n converges}.
Now, assume that (‖CRnx‖)n∈N is bounded. Using the Banach-Alaoglu the-

orem we deduce that there exists a subsequence (CRnk
x)k∈N which converges

weakly to a vector z ∈ h. Since Rnx −→n→∞ x, for any y ∈ D (C) we have

〈x,Cy〉 = lim
k→∞

〈Rnk
x,Cy〉 = lim

k→∞
〈CRnk

x, y〉 = 〈z, y〉 .

Hence x ∈ D (C∗) (= D (C)), and so {x ∈ h : supn∈N ‖CRnx‖ <∞} ⊂ D (C). �



10 F. Fagnola and C.M. Mora

Proof of Theorem 3.2. Let Rn be as in Lemma 6.1. Then CRn ∈ L (h). Using
Lemma 6.1 we obtain that D (C) is a Borel set of h, and so πC : (h,B (h)) →
(h,B (h)) is measurable. On the other hand, the range of Rn is a subset of D (C).
Therefore LRn ∈ L (h) by L ∈ L ((D (C) , ‖·‖C) , h). Thus LRn ◦πC is measurable.
Combining Rn −→n→∞ I with (6.1) yields LRn◦πC −→n→∞ L◦πC , which implies
the measurability of L ◦ πC . �

6.2. Proof of Theorem 3.1
Although it is not the purpose of this paper to discuss mild regular solutions of
(1.1), through this subsection we develop preliminary results for studying this kind
of solutions to (1.1). To this end, we introduce the following conditions.

Hypothesis 5. Let C be a self-adjoint positive operator in h. Assume that:

(H5.1) For all t ≥ 0, D
(
C2
)
⊂ D (G (t)) and ‖G (t)x‖2 ≤ K (t) ‖x‖2C2 whenever

x ∈ D
(
C2
)
.

(H5.2) The function G (·) ◦ πC2 from [0,∞[× h equipped with its Borel σ-algebra to
(h,B (h)) is measurable.

(H5.3) There exists a core D2 of C2 such that for all x in D2 and t ≥ 0,

2< 〈x,G (t)x〉+
∞∑
k=1

‖Lk (t)x‖2 ≤ 0.

Remark 6.1. Let C be a self-adjoint positive operator in h. Since D
(
C2
)
⊂ D (C),

the closed graph theorem gives C ∈ L
((
D
(
C2
)
, ‖·‖C2

)
, h
)
. Thus, Condition H2.1

of Hypothesis 2 implies Condition H5.1 of Hypothesis 5. Moreover, using Lemma
6.1 we obtain that πC2 : (h,B (h)) → (h,B (h)) is measurable, and so Condition
H1.2 leads to Condition H5.2.

Since D
(
C2
)

is core for C, Condition H5.3 implies Condition H2.4. Never-
theless, we can extend the inequality of Condition H2.4 to D (C) provided that
Hypothesis 2 holds.

Lemma 6.2. Under Conditions H2.1, H2.2 and H2.4 of Hypothesis 2, for all x in
D (C) we have 2< 〈x,G (t)x〉+

∑∞
k=1 ‖Lk (t)x‖2 ≤ 0.

Proof. The assertion follows from the definition of core and Fatou’s lemma. �

We next extend the inequalities given in Conditions H2.3 and H5.2 to D
(
C2
)
.

Lemma 6.3. Suppose that C satisfies Conditions H2.2, H2.3 of Hypothesis 2 and
Condition H5.1 of Hypothesis 5. Let x belong to D

(
C2
)

and t ≥ 0. Then Lk (t)x ∈
D (C) for any k ∈ N, and

2<
〈
C2x,G (t)x

〉
+
∞∑
k=1

‖CLk (t)x‖2 ≤ α (t) ‖x‖2C . (6.2)
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Proof. Since D1 is a core of C2, there exists a sequence (xn)n∈N in D1 converging
to x such that C2xn −→n→∞ C2x. Combining G (t) ∈ L

((
D
(
C2
)
, ‖·‖C2

)
, h
)

with
Condition H2.3 yields

lim sup
n→∞

∞∑
k=1

‖CLk (t)xn‖2 ≤ α (t) ‖x‖2C − 2<
〈
C2x,G (t)x

〉
. (6.3)

Using (6.3), the Banach-Alaoglu theorem and diagonalization arguments we
deduce that (xn)n∈N contains a subsequence

(
xn(l)

)
l∈N such that for all k ∈ N,

CLk (t)xn(l) −→l→∞ zk weakly in h, (6.4)

with zk ∈ h. According to Remark 6.1 and Condition H2.2, we have

Lk (t)xn(l) −→l→∞ Lk (t)x.

Since C is closed, (6.4) implies Lk (t)x ∈ D (C) and zk = CLk (t)x. Hence

‖CLk (t)x‖ ≤ lim inf
l→∞

∥∥CLk (t)xn(l)

∥∥ . (6.5)

From (6.3), (6.5) and Fatou’s lemma we obtain (6.2). �

Lemma 6.4. Let Conditions H5.1 and H5.3 of Hypothesis 5 hold. Under Condition
H2.2 of Hypothesis 2, for all x in D

(
C2
)

we have

2< 〈x,G (t)x〉+
∞∑
k=1

‖Lk (t)x‖2 ≤ 0.

Proof. By Remark 6.1, combining the definition of core with Fatou’s lemma we
deduce our claim. �

We now approximate (1.1) by stochastic evolutions equations with bounded
coefficients. To this end, we use the Yosida approximation of −C2.

Definition 6.1. Let Conditions H1.1, H2.2, H5.1, H5.2 hold. Assume that: (i)
W 1,W 2, . . . , are real valued independent Wiener processes on

(
Ω,F, (Ft)t≥0 ,P

)
;

(ii) ξ is a F0-measurable random variable belonging to L2 (P, h); and (iii) n is a
natural number. Choose R̃n = n

(
n+ C2

)−1. Then, we define Xn to be the unique
continuous solution of

Xn
t = ξ +

∫ t

0

Gn (s)Xn
s ds+

n∑
k=1

∫ t

0

Lnk (s)Xn
s dW

k
s , (6.6)

where Gn (s) = R̃nG (s) R̃n and Lnk (s) = Lk (s) R̃n, with s ≥ 0 and k ∈ N.

Remark 6.2. The range of R̃n is a subset of D
(
C2
)

and C2R̃n ∈ L (h). By
∥∥∥R̃n∥∥∥ ≤

1, Conditions H2.2 and H5.1 implies that Gn (t) and Lnk (t), with k = 1, . . . , n,
are bounded operators in h whose norms are uniformly bounded on compact time
intervals. It follows that Xn is well-defined.

The following three lemmata provide a priori estimates for Xn.
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Lemma 6.5. Suppose that C satisfies Conditions H1.1, H2.2, H5.1-H5.3. Let t ≥ 0.
Then E ‖Xn

t ‖
2 ≤ E ‖ξ‖2. Moreover, for all x ∈ h we have

2< 〈x,Gn (t)x〉+
∞∑
k=1

‖Lnk (t)x‖2 ≤ 0. (6.7)

Proof. Since the range of R̃n is a subset of D
(
C2
)
, Lemma 6.4 leads to (6.7).

Using complex Itô’s formula yields

‖Xn
t ‖

2 ≤ ‖ξ‖2 +
n∑
k=1

∫ t

0

2< 〈Xn
s , L

n
k (s)Xn

s 〉 dW k
s . (6.8)

Set τj = inf {t ≥ 0 : ‖Xn
t ‖ > j}. By (6.8), E

∥∥∥Xn
t∧τj

∥∥∥2

≤ E ‖ξ‖2 . Because Xn

is pathwise continuous, τj ↗ ∞ as j → ∞. Applying Fatou’s lemma we get

E ‖Xn
t ‖

2 ≤ lim infj→∞ E
∥∥∥Xn

t∧τj

∥∥∥2

≤ E ‖ξ‖2. �

Lemma 6.6. Adopt Conditions H1.1, H2.2, H2.3, H5.1-H5.3. Suppose that ξ is a
F0-measurable random variable of L2

C (P, h). Then

E ‖CXn
t ‖

2 ≤ exp (tα (t))
(
E ‖Cξ‖2 + tα (t)E ‖ξ‖2

)
. (6.9)

Proof. Due to ‖CGn (t)‖ ≤
∥∥∥CR̃n∥∥∥∥∥∥G (t) R̃n

∥∥∥, combining Condition H2.1 with
Remark 6.1 gives

‖CGn (t)‖ ≤ K (t) . (6.10)
Applying Lemma 6.3 we obtain

2<
〈
C2R̃nx,G (t) R̃nx

〉
+
∞∑
k=1

‖CLnk (t)x‖2 ≤ α (t)
∥∥∥R̃nx∥∥∥2

C

for all x ∈ h. It follows that for any k ∈ N we have

‖CLnk (t)‖ ≤ Kk (t) , (6.11)

where Kk (t) is a non-decreasing non-negative function.
Let y belong to D (C) and t ≥ 0. We proceed to show that

2< 〈Cy,CGn (t) y〉+
n∑
k=1

‖CLnk (t) y‖2 ≤ α (t) ‖y‖2C . (6.12)

To this end, fix x ∈ D
(
C2
)
. Then R̃nC

2x = C2R̃nx. Using R̃n is self-adjoint we
deduce that

〈Cx,CGn (t)x〉 =
〈
C2R̃nx,G (t) R̃nx

〉
,

and so Lemma 6.3 leads to

2< 〈Cx,CGn (t)x〉+
n∑
k=1

‖CLnk (t)x‖2 ≤ α (t)
∥∥∥R̃nx∥∥∥2

C
.
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As
∥∥∥R̃n∥∥∥ ≤ 1 and C commutates with R̃n,

∥∥∥R̃nx∥∥∥2

C
≤ ‖x‖2C . Since D

(
C2
)

is a

core of C, a passage to the limit now gives (6.12).
From (6.10), (6.11) and Lemma 6.5 we obtain

E ‖CGn (t)Xn
t ‖

2 ≤ ‖CGn (t)‖2 E ‖ξ‖2 ≤ K (t)E ‖ξ‖2

and
E ‖CLnk (t)Xn

t ‖
2 ≤ ‖CLnk (t)‖2 E ‖ξ‖2 ≤ Kk (t)E ‖ξ‖2 .

Then according to, for instance, Propositions 1.6 and 4.15 of [12], we have CXn
t =

Y nt a.s. for any t ≥ 0, where

Y n = Cξ +
∫ ·

0

CGn (s)Xn
s ds+

n∑
k=1

∫ ·
0

CLnk (s)Xn
s dW

k
s .

Choose τj = inf {t ≥ 0 : ‖Y nt ‖ > j}. Lema 6.5 implies

E
∣∣∣<〈Y ns∧τj

, CLnk (s)Xn
s

〉∣∣∣2 ≤ j2 ‖CLnk (s)‖2 E ‖ξ‖2 .

Then, applying Itô’s formula yields

E
∥∥∥Y nt∧τj

∥∥∥2

= E ‖Cξ‖2 +E
∫ t∧τj

0

(
2< 〈Y ns , CGn (s)Xn

s 〉+
n∑
k=1

‖CLnk (s)Xn
s ‖

2

)
ds.

Since Y ns = CXn
s a.s., combining (6.12) with Lema 6.5 we have

E
∥∥∥Y nt∧τj

∥∥∥2

≤ E ‖Cξ‖2 + α (t)
∫ t

0

E ‖CXn
s ‖

2
ds+ tα (t)E ‖ξ‖2 .

This gives

E ‖Y nt ‖
2 ≤ lim inf

j→∞
E
∥∥∥Y nt∧τj

∥∥∥2

≤ E ‖Cξ‖2 + tα (t)E ‖ξ‖2 + α (t)
∫ t

0

E ‖Y ns ‖
2
ds.

Hence, the Gronwall-Bellman lemma leads to (6.9). �

Lemma 6.7. Fix T > 0. Under the assumptions of Theorem 3.1,

E ‖Xn
t −Xn

s ‖
2 ≤ KT,ξ (t− s) , (6.13)

where 0 ≤ s ≤ t < T and KT,ξ is a constant depending of T and ξ.

Proof. Consider τj = inf {t ≥ 0 : ‖Xn
t ‖ > j}. Using Itô’s formula we have

E
∥∥∥Xn

t∧τj
−Xn

s∧τj

∥∥∥2

= E
∫ t∧τj

s∧τj

(
2<
〈
Xn
r −Xn

s∧τj
, Gn (r)Xn

r

〉
+

n∑
k=1

‖Lnk (r)Xn
r ‖

2

)
ds.

By Condition H2.1, combining
∥∥∥R̃n∥∥∥ ≤ 1 with R̃nC ⊂ CR̃n yields

‖Gn (t)x‖2 ≤ K (t) ‖x‖2C
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for all x ∈ D (C). Since Xn
s belongs to D (C) a.s., from (6.7) we deduce

E
∥∥∥Xn

t∧τj
−Xn

s∧τj

∥∥∥2

≤ −E
∫ t∧τj

s∧τj

2< 〈Xn
s , G

n (r)Xn
r 〉 dr

≤ K (t)E
∫ t∧τj

s∧τj

‖Xn
s ‖ ‖Xn

r ‖C dr.

Fatou’s lemma now implies

E ‖Xn
t −Xn

s ‖
2 ≤ lim inf

j→∞
E
∥∥∥Xn

t∧τj
−Xn

s∧τj

∥∥∥2

≤ K (t)
∫ t

s

√
E ‖Xn

r ‖
2
C

√
E ‖Xn

s ‖
2
dr.

Applying Lemmata 6.5 and 6.6 we obtain

E ‖Xn
t −Xn

s ‖
2 ≤ KT (t− s)

√
E ‖ξ‖2

√
E ‖Cξ‖2 + E ‖ξ‖2 + 1.

�

Finally, we obtain a strong C-solution of (1.1) by means of a limit procedure.

Definition 6.2. For any natural number n, we define
(
Gξ,n
s

)
s≥0

to be the filtration
that satisfies the usual hypotheses generated by ξ and W 1, . . . ,Wn. Let t be a non-
negative real number. By Gξ,W

t we mean the σ-algebra generated by ∪n∈NGξ,n
t . As

usual, Gξ,W
t+ = ∩ε>0G

ξ,W
t+ε .

Lemma 6.8. Let C satisfy Conditions H1.1, H2.2, H2.3, H5.1-H5.3. Suppose that
ξ ∈ L2

C (P, h) and that inequality (6.13) holds. Fix T > 0. Then, we can extract
from any subsequence of (Xn (ξ))n∈N a subsequence (Xnk (ξ))k∈N for which there

exists a
(
Gξ,W
t+

)
t∈[0,T ]

-predictable process (Zt (ξ))t∈[0,T ] such that for any t ∈ [0, T ],

Xnk
t (ξ) −→k→∞ Zt (ξ) weakly in L2

((
Ω,Gξ,W

t ,P
)
, h
)
. (6.14)

Proof. Let (χj)j∈N be an orthonormal basis of L2
((

Ω,Gξ,W
T ,P

)
, h
)

. Combin-
ing the Cauchy-Schwarz inequality with (6.13) we obtain the equicontinuity of
the family of complex functions (E 〈χj , Xn (ξ)〉)n∈N, with j ∈ N. Using Lemma
6.5, the Arzelà-Ascoli theorem and diagonalization arguments we deduce that can
extract from any subsequence of (Xn (ξ))n∈N a subsequence (Xnk (ξ))k∈N such
that E 〈χj , Xnk (ξ)〉 is uniformly convergent in [0, T ] for any j ∈ N. Lemma 6.5

now shows that Xnk
t (ξ) is weakly convergent in L2

((
Ω,Gξ,W

T ,P
)
, h
)

for any

t ∈ [0, T ]. Since Xnk
t (ξ) is Gξ,W

t -measurable, for any t ∈ [0, T ] there exists a
Gξ,W
t -measurable random variable ψt satisfying

Xnk
t (ξ) −→k→∞ ψt weakly in L2

((
Ω,Gξ,W

t ,P
)
, h
)
. (6.15)

Assume that (ej)j∈N is an orthonormal basis of h. According to (6.15) we
have

〈ej , Xnk
t (ξ)〉 −→k→∞ 〈ej , ψt〉 weakly in L2

((
Ω,Gξ,W

t ,P
)
,C
)
,
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Applying (6.13) and Fatou’s lemma yields

E |〈ej , ψt − ψs〉|2 ≤ lim inf
k→∞

E |〈ej , Xnk
t (ξ)−Xnk

t (ξ)〉|2 ≤ KT,ξ (t− s) .

It follows that 〈ej , ψ〉 has a
(
Gξ,W
t+

)
t∈[0,T ]

-predictable version 〈̃ej , ψ〉 (see, e.g.,

Proposition 3.6 of [12]). We define a to be the set of all (t, ω) belonging to [0, T ]×Ω

such that
∑n
j=1 〈̃ej , ψ〉t (ω) ej converge as n goes to∞. The proof is completed by

choosing

Zt (ξ) (ω) =

{ ∑∞
j=1 〈̃ej , ψ〉t (ω) ej , if (t, ω) ∈ a

0, if (t, ω) /∈ a
.

Thus Z (ξ) becomes a version of ψ. �

Lemma 6.9. Adopt the assumptions and notation of Lemma 6.8. Let t belong to
[0, T ]. Then E ‖Zt (ξ)‖2 ≤ E ‖ξ‖2, Zt (ξ) ∈ Dom(C) a.s., and

E ‖CZt (ξ)‖2 ≤ exp (α (t) t)
(
E ‖Cξ‖2 + α (t) tE ‖ξ‖2

)
. (6.16)

Moreover, for all j ∈ N we have

Lnk
j (t)Xnk

t (ξ) −→k→∞ Lj (t)Zt (ξ) weakly in L2
((

Ω,Gξ,W
t ,P

)
, h
)
. (6.17)

If in addition G (t) ∈ L ((D (C) , ‖·‖C) , h), then

Gnk (t)Xnk
t (ξ) −→k→∞ G (t)Zt (ξ) weakly in L2

((
Ω,Gξ,W

t ,P
)
, h
)
. (6.18)

Proof. Combining Lemma 6.5 with (6.14) we obtain E ‖Zt (ξ)‖2 ≤ E ‖ξ‖2. Consider
U in L2

((
Ω,Gξ,W

t ,P
)
, h
)

. Since
∥∥∥R̃n∥∥∥ ≤ 1 and R̃n −→n→∞ I, the dominated

convergence theorem shows that R̃nU −→n→∞ U in L2
((

Ω,Gξ,W
t ,P

)
, h
)

. Using
(6.14) yields

E
〈
U, R̃nk

Xnk
t (ξ)

〉
= E

〈
R̃nk

U,Xnk
t (ξ)

〉
−→k→∞ E 〈U,Zt (ξ)〉 . (6.19)

Let L ∈ L ((D (C) , ‖·‖C) , h). Set Ln = LR̃n. Due to
∥∥∥R̃n∥∥∥ ≤ 1 and R̃nC ⊂

CR̃n, applying Lemma 6.6 and the Banach-Alaoglu theorem we deduce that any
subsequence of (Xnk

t (ξ))k∈N contains a subsequence denoted (to shorten notation)

by (Xnl
t (ξ))l∈N such that (LnlXnl

t (ξ))l∈N and
(
CR̃nl

Xnl
t (ξ)

)
l∈N

are weakly con-

vergent in L2
((

Ω,Gξ,W
t ,P

)
, h
)

. Hence
(
R̃nl

Xnl
t (ξ) , LnlXnl

t (ξ) , CR̃nl
Xnl
t (ξ)

)
converges weakly in L2

((
Ω,Gξ,W

t ,P
)
, h3
)

by (6.19).
Since L ∈ L ((D (C) , ‖·‖C) , h), D (C) × L (D (C)) × C (D (C)) is a closed

set in h3 = h × h × h. Therefore
{

(η,Aη, Lη) : η ∈ L2
C

((
Ω,Gξ,W

t ,P
)
, h
)}

is a

closed linear linear manifold of L2
((

Ω,Gξ,W
t ,P

)
, h3
)

. Thus, this set is closed
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with respect to the weak topology of L2
((

Ω,Gξ,W
t ,P

)
, h3
)

(see, e.g., Theorem

3.12 of [31]). Using (6.19) we now get that
(
R̃nl

Xnl
t (ξ) , LnlXnl

t (ξ) , CR̃nl
Xnl
t (ξ)

)
converges weakly to (Zt (ξ) , LZt (ξ) , CZt (ξ)) as l→∞ in L2

((
Ω,Gξ,W

t ,P
)
, h3
)

.
This leads to

LnkXnk
t (ξ) −→k→∞ LjZt (ξ) weakly in L2

((
Ω,Gξ,W

t ,P
)
, h
)
, (6.20)

and so (6.17) holds by Condition H2.2. Taking L = C in (6.20) and using Lemma
6.6 we get (6.16).

Suppose that G (t) ∈ L ((D (C) , ‖·‖C) , h). By (6.20), G (t) R̃nk
Xnk
t (ξ) con-

verges weakly to G (t)Zt (ξ) as n→∞ in L2
((

Ω,Gξ,W
t ,P

)
, h
)

. Hence

E
〈
R̃nk

U,G (t) R̃nk
Xnk
t (ξ)

〉
−→k→∞ E 〈U,G (t)Zt (ξ)〉 ,

where U ∈ L2
((

Ω,Gξ,W
t ,P

)
, h
)

. This gives (6.18), because R̃n is self-adjoint. �

Remark 6.3. Let χ be an element of L2
((

Ω,Gξ,m
t ,P

)
,C
)

, with t ∈ [0, T ]. Then,

there exist
(
Gξ,m
s

)
s≥0

-predictable processes H1, · · · , Hm such that:

(i) H1, · · · , Hm ∈ L2 (([0, T ]× Ω, ν ⊗ P) ,C), where ν denotes the Lesbesgue
mesure on B ([0, T ]).

(ii) χ = E
(
χ|Gξ,m

0

)
+
∑m
j=1

∫ t
0
Hj
sdW

j
s .

Lemma 6.10. Assume the setting of Theorem 3.1. Suppose that (Xnk (ξ))k∈N and
χ are as in Lemma 6.8 and Remark 6.3 respectively. Let x ∈ h. Then

lim
k→∞

E

〈
χx,

nk∑
j=1

∫ t

0

Lnk
j (s)Xnk

s (ξ) dW j
s

〉

= E

〈
χx,

∞∑
j=1

∫ t

0

Lj (s)π (Zs (ξ)) dW j
s

〉
.

Proof. Throughout this proof, H1, · · · , Hm are as in Remark 6.3. From Condition
H2.1 and Lemma 6.2 we get

∞∑
k=1

‖Lk (t) y‖2 ≤ K (t) ‖y‖2C . (6.21)

for all y in D (C) and t ≥ 0.
Using Lemma 6.5, basic properties of stochastic integrals and Fubini’s theo-

rem we deduce that for all n ≥ m,

Eχ

〈
x,

n∑
j=1

∫ t

0

Lnj (s)Xn
s (ξ) dW j

s

〉
=

m∑
j=1

∫ t

0

EHj
s

〈
x, Lnj (s)Xn

s (ξ)
〉
ds.
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Due to (6.17),
∥∥∥R̃n∥∥∥ ≤ 1 and R̃nC ⊂ CR̃n, Lemmata 6.5 and 6.6 allow to use the

dominated convergence theorem to obtain∫ t

0

EHj
s

〈
x, Lnk

j (s)Xnk
s (ξ)

〉
ds −→k→∞

∫ t

0

EHj
s 〈x, Lj (s)π (Zs (ξ))〉 ds,

for any j = 1, . . . ,m. Hence

lim
k→∞

E

〈
χx,

nk∑
j=1

∫ t

0

Lnk
j (s)Xnk

s (ξ) dW j
s

〉
=

m∑
j=1

∫ t

0

EHj
s 〈x, Lj (s)π (Zs (ξ))〉 ds.

Combining (6.21) with Lemmata 6.5 and 6.6 we deduce that
m∑
j=1

∫ t

0

EHj
s 〈x, Lj (s)π (Zs (ξ))〉 ds =

n∑
j=1

Eχ
∫ t

0

〈x, Lj (s)π (Zs (ξ))〉 dW j
s

whenever n ≥ m, and that
n∑
j=1

∫ t

0

Lj (s)π (Zs (ξ)) dW j
s −→n→∞

∞∑
j=1

∫ t

0

Lj (s)π (Zs (ξ)) dW j
s

in L2 (P, h). This gives
∞∑
j=1

Eχ
∫ t

0

〈x, Lj (s)π (Zs (ξ))〉 dW j
s =

m∑
j=1

∫ t

0

EHj
s 〈x, Lj (s)π (Zs (ξ))〉 ds.

�

Lemma 6.11. Adopt the assumptions of Theorem 3.1. Assume that T and Z are
defined as in Lemma 6.8. Then for all t ∈ [0, T ] we have

Zt (ξ) = ξ +
∫ t

0

G (s)πC (Zs (ξ)) ds+
∞∑
k=1

∫ t

0

Lk (s)πC (Zs (ξ)) dW k
s a.s.

Proof. Consider x ∈ h and let (Xnk)k∈N be as in Lemma 6.8. According to Lemma
6.10 we have

lim
k→∞

E

〈
χx,

nk∑
j=1

∫ t

0

Lnk
j (s)Xnk

s (ξ) dW j
s

〉

= E

〈
χx,

∞∑
j=1

∫ t

0

Lj (s)π (Zs (ξ)) dW j
s

〉
.

Since E
(
χ�Gξ,W

s

)
∈ L2 (P,C), using (6.18) and Lemmata 6.5, 6.6 we obtain∫ t

0

E
(
〈x,Gnk (s)Xnk

s (ξ)〉E
(
χ�Gξ,W

s

))
ds

−→k→∞

∫ t

0

E
(
〈x,G (s)π (Zs (ξ))〉E

(
χ�Gξ,W

s

))
ds.
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To this end we apply the dominated convergence theorem. Hence (6.14) implies

Eχ 〈x, Zt (ξ)〉 (6.22)

= Eχ

〈
x, ξ +

∫ t

0

G (s)π (Zs (ξ)) ds+
∞∑
j=1

∫ t

0

〈x, Lj (s)π (Zs (ξ))〉 dW j
s

〉
.

Using a monotone class theorem (e.g., Theorem I.21 of [13]) we extend the
range of validity of (6.22) from χ ∈ L2

((
Ω,Gξ,m

t ,P
)
,C
)

to any bounded χ be-

longing to L2
((

Ω,Gξ,W
t ,P

)
,C
)

, which completes the proof. �

Proof of Theorem 3.1. Consider T > 0. First, we combine Lemma 6.2 with Itô’s
formula to deduce that there exists at most one strong C-solution of (1.1) on [0, T ]
(see proof of Lemma 2.2 of [23] for details). Second, for all t ∈ [0, T ], we set

ZTt = ξ +
∫ t

0

G (s)πC (Zs (ξ)) ds+
∞∑
k=1

∫ t

0

Lk (s)πC (Zs (ξ)) dW k
s ,

where Z (ξ) is described as in Lemma 6.8. According to Lemma 6.11 we have that
ZT is a continuous version of Z (ξ). Hence ZT is a strong C-solution of (1.1) on
[0, T ], and so ZT is the unique one.

Finally, we define Ω̃ to be the set of all ω satisfying Znt (ω) = Zn+1
t (ω) for

all n ∈ N and any t ∈ [0, n]. For any t ≥ 0, we choose

Xt (ξ) =

{
Znt (ω) , if ω ∈ Ω̃ and t ∈ [0, n]
0, if ω /∈ Ω̃

.

Thus X (ξ) is the unique strong C-solution of (1.1) on [0,∞[. �

6.3. Proof of Theorem 3.2
Proof of Theorem 3.2. From Condition H3.2 of Hypothesis 3 we deduce that (1.1)
has a unique strong C-solution X (ξ) in [0,∞[. Using the same arguments as in
the proof of Theorem 3.1 of [23] we obtain

E ‖Xt (ξ)‖2 = E ‖ξ‖2 (6.23)

for all t ≥ 0. For the reader’s convenience, we next outline the proof of (6.23).
First, we set

τ̂n = inf

{
t ≤ 0 :

∫ t

0

1]0,∞[ (‖Xs (ξ)‖) ‖CXs (ξ)‖2

‖Xs (ξ)‖2
ds > n

}
∧ T,

where T > 0 and 1 stands for the indicator function. Using Condition H3.1,
Itô’s formula and Novikov’s criterion we can assert that

(
‖Xt∧bτn

(ξ)‖2
)
t∈[0,T ]

is a

martingale. Second, we consider the stopping time

τ̃n = T ∧ inf {t ∈ [τ̂n, T ] : ‖Xt (ξ)‖ < ‖Xbτn
(ξ)‖ /2} .
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The martingale property of
∥∥Xbτn (ξ)

∥∥2
leads to

E
(
‖Xt∧bτn

(ξ)‖2 1{bτn<t}

)
≤ 1
n
E

(
‖Xt∧bτn

(ξ)‖2 1{bτn<t}

∫ t∧eτn

0

1]0,∞[ (‖Xs (ξ)‖) ‖CXs (ξ)‖2

‖Xs (ξ)‖2
ds

)

≤ 3
n

∫ t

0

E
(
‖CXs (ξ)‖2

)
ds.

We thus get E
(
‖Xt∧bτn

(ξ)‖2 1{bτn<t}

)
→n→∞ 0, and so E

(
‖Xt (ξ)‖2

)
≥ E

(
‖ξ‖2

)
,

which implies (6.23) due to E ‖Xt (ξ)‖2 ≤ E ‖ξ‖2.
Assume that T > 0 and n ∈ N. We now choose

τn = inf {t ≥ 0 : ‖Xt (ξ)‖ > n} ∧ T.
Combining Condition H3.1 with Itô’s formula we obtain

‖Xt∧τn
(ξ)‖2 = ‖ξ‖2 +

∞∑
k=1

∫ t∧τn

0

2< 〈Xs (ξ) , Lk (s)Xs (ξ)〉 dW k
s . (6.24)

From Conditions H2.1 and H3.1 we have
∞∑
k=1

E
∫ τn

0

(< 〈Xs (ξ) , Lk (s)Xs (ξ)〉)2 ds ≤ Kn,T

(
1 + E ‖ξ‖2C

)
,

whereKn,T is a constant depending of n and T . Hence (6.24) shows that ‖Xτn (ξ)‖2
is a martingale. Applying Fatou’s lemma yields the supermartingale property of(
‖Xt (ξ)‖2

)
t∈[0,T ]

. Therefore
(
‖Xt (ξ)‖2

)
t∈[0,T ]

is a martingale by (6.23).

Finally, we can prove (3.1), that is the Markov property of Xt (ξ), using
techniques of well-posed martingale problems (see, e.g., proof of Theorem 3 of
[24]). �

6.4. Proof of Theorem 5.1
We start by proving a basic inequality (i.e., relation (6.25) given below).

Lemma 6.12. Let f ∈ C∞0 (R,C). Then∥∥∥∥− d2

dx2
f (x)

∥∥∥∥2

+
∥∥x2f (x)

∥∥2 ≤
∥∥∥∥(− d2

dx2
+ x2

)
f (x)

∥∥∥∥2

+ 2 ‖f‖2 ,

where ‖·‖ stands for the norm in L2 (R,C).

Proof. Throughout the proof, we restrict the domain of all operators to C∞0 (R,C).
Moreover, as usual in physics, we set p = −i ddx and q = x. Then(

p2 + q2
)2

= p4 + 2pq2p+ q4 + p
[
p, q2

]
+
[
q2, p

]
p.

Since pq2p is a non-negative operator,(
p2 + q2

)2 ≥ p4 + q4 + p
[
p, q2

]
+
[
q2, p

]
p.
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Using [p, q] = −i we get [
p, q2

]
= [p, q] q + q [p, q] = −2iq.

Hence p
[
p, q2

]
+
[
q2, p

]
p = −2, and so〈

f,
(
p2 + q2

)2
f
〉

+ 2 ‖f‖2 ≥
∥∥p2f

∥∥2
+
∥∥q2f∥∥2

,

which establishes the desire inequality. �

Lemma 6.13. If f ∈ C∞0 (Rn,C), then

‖−4f‖2 +
∥∥∥|x|2 f (x)

∥∥∥2

≤
∥∥∥(−4+ |x|2

)
f (x)

∥∥∥2

+ 2n ‖f‖2 , (6.25)

where ‖·‖ denotes the norm in L2 (Rn,C).

Proof. Let j and k be different natural numbers lying between 1 and n. According
to the fact that the operator xj commutes with the positive operator −∂2/∂x2

k,
we have

〈
f,−∂2

(
x2
jf
)
/∂x2

k

〉
≥ 0 and

〈
f,−x2

j∂
2 (f) /∂x2

k

〉
≥ 0. Hence〈

f,
(
−4+ |x|2

)2

f

〉
≥

n∑
k=1

〈
f,

(
− ∂2

∂x2
k

+ x2
k

)2

f

〉

+
∑

j,k=1,...n;j 6=k

(〈
f,

∂2

∂x2
k

∂2

∂x2
j

f

〉
+
〈
f, x2

kx
2
jf
〉)

.

Using Lemma 6.12 yields (6.25). �

Using Lemma 6.13 and the integration by parts formula we deduce the next
auxiliary result.

Lemma 6.14. Let f ∈ C∞0 (R,C). Assume that ϕ : [0,∞[× Rn 7→ Cn is such that
for any t ∈ [0,∞[, ϕ (t, ·) is Borel measurable and

|ϕ (t, x)| ≤ K (t) (1 + |x|) (6.26)

whenever x ∈ Rn. Then for all t ≥ 0,

‖ϕ (t, ·) • ∇f‖2 ≤ K (t)
(∥∥∥(−4+ |x|2

)
f (x)

∥∥∥2

+ ‖f‖2
)
. (6.27)

Proof. Applying first the Cauchy-Schwarz inequality and then using (6.26) we
deduce that

‖ϕ (t, ·) • ∇f‖2 ≤ n
n∑
k=1

∥∥∥∥ϕk (t, ·) ∂

∂xk
f

∥∥∥∥2

(6.28)

≤ K (t)
n∑
k=1

∫
Rn

(
1 + |x|2

) ∂

∂xk
f (x)

∂

∂xk
f (x) dν (x) ,

where ϕk stands for the kth coordinate of ϕ.
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Combining the integration by parts formula with the Cauchy-Schwarz in-
equality we get∣∣∣∣∣

n∑
k=1

∫
Rn

∂

∂xk
f
∂

∂xk
fdν

∣∣∣∣∣ =
∣∣∣∣∫

Rn

−4ffdν
∣∣∣∣ ≤ 2

(
‖−4f‖2 + ‖f‖2

)
. (6.29)

Using again the integration by parts formula and the Cauchy-Schwarz inequality
yields ∣∣∣∣∣

n∑
k=1

∫
Rn

|x|2 ∂

∂xk
f (x)

∂

∂xk
f (x) dν (x)

∣∣∣∣∣
=

∣∣∣∣∣
∫

Rn

|x|2 f (x) (−4f) (x) dν (x) + 2
n∑
k=1

∫
Rn

xkf (x)
∂

∂xk
f (x) dν (x)

∣∣∣∣∣
≤

∥∥∥|x|2 f∥∥∥ ‖−4f‖+ 4
∫

Rn

|x|2 |f |2 dν (x) + 4
n∑
k=1

∫
Rn

∣∣∣∣ ∂∂xk f
∣∣∣∣2 dν.

From (6.29) it follows that∣∣∣∣∣
n∑
k=1

∫
Rn

|x|2 ∂

∂xk
f (x)

∂

∂xk
f (x) dν (x)

∣∣∣∣∣ ≤
(
‖−4f‖2 +

∥∥∥|x|2 f∥∥∥2

+ ‖f‖2
)
.

(6.30)
According to (6.28)-(6.30) and Lemma 6.13 we have (6.27). �

Combining the integration by parts formula with density arguments we get
the following simple equality.

Lemma 6.15. Let f ∈ C∞0 (R,C). Suppose that ϕ is locally in L1 (R,R). Then

<
(
i

∫
R
ϕ (x) f (x)

d2

dx2
f (x) dx

)
= 0.

Proof. We first assume that ϕ ∈ C2 (R,R). Combining Leibnitz’s formula with the
integration by parts formula we deduce that

<
(
i

∫
R
ϕ (x) f (x)

d2

dx2
f (x) dx

)
= <

(
i

∫
R
|f (x)|2 d2

dx2
ϕ (x) dx

)
−<

(
i

∫
R
ϕ (x) f (x)

d2

dx2
f (x)dx

)
.

This implies <
(
i
∫

R ϕ (x) f (x)f ′′ (x) dx
)

= 0. The proof is completed by using

that C2 (R,R) is dense in L1
loc (R,R). �

We now provide a tool for treating the dissipative terms of the right hand
side of the inequality described in Condition H2.3.
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Lemma 6.16. Consider C = −4 + |x|2. Let ϕ ∈ C2 (Rn,C). Then, for all f ∈
C∞0 (Rn,C) we have

−<
〈
C2f, |ϕ|2 f

〉
+ ‖Cϕf‖2 ≤ ‖Cf‖ (‖ϕ̄ [C,ϕ] f‖+ ‖[C, ϕ̄]ϕf‖) + ‖[C,ϕ] f‖2 .

Proof. Rearranging terms yields

〈Cϕf,Cϕf〉 −
〈
C2f, |ϕ|2 f

〉
(6.31)

= 〈(ϕC + [C,ϕ]) f, (ϕC + [C,ϕ]) f〉 −
〈
Cf,

(
|ϕ|2 C +

[
C, |ϕ|2

])
f
〉
.

Substituting
[
C, |ϕ|2

]
= [C, ϕ̄]ϕ+ ϕ̄ [C,ϕ] into (6.31) we obtain

〈Cϕf,Cϕf〉 −
〈
C2f, |ϕ|2 f

〉
= 〈ϕ̄ [C,ϕ] f, Cf〉 − 〈Cf, [C, ϕ̄]ϕf〉+ ‖[C,ϕ] f‖2 .

Thus, the lemma follows from the Cauchy-Schwarz inequality. �

Proof of Theorem 5.1. Due to |x|2 is locally in L2 (Rn,C), C is essentially self-
adjoint on C∞0 (Rn,C) (see, e.g., Theorem X.29 of [29])). From Lemma 6.12 we
obtain that D (C) = D (−4) ∩ D

(
|x|2
)

. By Hypothesis 4, Lemma 6.13 lead to
Conditions H2.1 and H2.2. Moreover, applying a functional version of the mono-
tone class theorem and the dominated convergence theorem we obtain Conditions
H1.1 and H1.2.

Using the definition of G we deduce that for all f ∈ C∞0 (Rn,C),

2< 〈f,G (t) f〉+
m∑
k=1

‖Lk (t) f‖2 = 0.

According to C∞0 (Rn,C) is a core of C we have that Condition H3.1 holds, as well
as Condition H2.4.

Let f ∈ C∞0 (Rn,C). Since

<
〈
C2f,−iH (t) f

〉
= <

〈(
−4+ |x|2

)2

f,−i
(
−α |x|2 + g (t, ·)

)
f

〉
,

combining Lemma 6.15 with Fubini’s theorem yields

<
〈
C2f,−iH (t) f

〉
= −<i

〈
(−4)2 f −4

(
|x|2 f

)
,
(
−α |x|2 + g (t, ·)

)
f
〉
.

By −4 is a non-negative operator, <i
〈
−4

(
|x|2 f

)
, |x|2 f

〉
= 0. Lemma 6.15,

together with Leibnitz formula and Fubini’s theorem, now show

<i
〈
4
(
|x|2 f

)
,
(
−α |x|2 + g (t, ·)

)
f
〉

= 2<i
〈
∇
(
|x|2
)
• ∇f, g (t, ·) f

〉
.

From the Cauchy-Schwarz inequality follows that∣∣∣<i〈4(|x|2 f) ,(−α |x|2 + g (t, ·)
)
f
〉∣∣∣ ≤ 4

(∥∥∥∇(|x|2) • ∇f∥∥∥2

+ ‖g (t, ·) f‖2
)
.
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Due to −4 is self-adjoint, according to Leibnitz’s formula, Lemma 6.15 and Fu-
bini’s theorem we have

<i
〈

(−4)2 f,
(
−α |x|2 + g (t, ·)

)
f
〉

= 2<i
〈
−4f,∇

(
−α |x|2 + g (t, ·)

)
• ∇f

〉
,

and so ∣∣∣<i〈(−4)2 f,
(
−α |x|2 + g (t, ·)

)
f
〉∣∣∣

≤ 4
(
‖−4f |2 +

∥∥∥∇(−α |x|2 + g (t, ·)
)
• ∇f

∣∣∣2) .
Using Hypothesis 4 and Lemma 6.14 we deduce that

<
〈
C2f,−iH (t) f

〉
≤ K (t) ‖f‖2C .

Since φk (t, ·) ∈ C2 (Rn,C),

[C, φk (t, ·)] f = −f4φk (t, ·)− 2∇φk (t, ·) • ∇f.

Hence

φk (t, ·) [C, φk (t, ·)] f = −fφk (t, ·)4φk (t, ·)− 2φk (t, ·)∇φk (t, ·) • ∇f

and [
C, φk (t, ·)

]
φk (t, ·) f

= −fφk (t, ·)4φk (t, ·)− 2f |∇φk (t, ·)|2 − 2φk (t, ·)∇φk (t, ·) • ∇f.

By (5.1) and (5.2), Lemmata 6.12, 6.14 and 6.16 lead to

−<
〈
C2f, |φk (t, ·)|2 f

〉
+ ‖Cφk (t, ·) f‖2 ≤ K (t) ‖f‖2C .

Therefore Condition H2.3 holds with D1 = C∞0 (R,C), and so Hypothesis 2 holds.
Thus, Theorems 3.1 and 4.1 show our statement. �
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Mathematical and numerical analysis of a transient eddy current axisymmetric problem
involving velocity terms

2010-05 Maria G. Armentano, Claudio Padra, Rodolfo Rodŕıguez, Mario Sche-
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