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HYPERBOLICITY ANALYSIS OF POLYDISPERSE SEDIMENTATION MODELS VIA
A SECULAR EQUATION FOR THE FLUX JACOBIAN

RAIMUND BURGERA®, ROSA DONATB, PEP MULETB, AND CARLOS A. VEGAC

ABSTRACT. Polydisperse suspensions consist of small particles which are dispersed in a viscous fluid, and
which belong to a finite number N of species that differ in size or density. Spatially one-dimensional kinematic
models for the sedimentation of such mixtures are given by systems of N non-linear first-order conservation
laws for the vector ® of the N local solids volume fractions of each species. The problem of hyperbolicity
of this system is considered here for the models due to Masliyah, Lockett and Bassoon, Batchelor and Wen
and Hofler and Schwarzer. In each of these models, the flux vector depends only on a small number m < N
of independent scalar functions of ®, so its Jacobian is a rank-m perturbation of a diagonal matrix. This
allows to identify its eigenvalues as the zeros of a particular rational function R(A), which in turn is the
determinant of a certain m X m matrix. The coefficients of R(\) follow from a representation formula due
to Anderson [Lin. Alg. Appl. 246:49-70, 1996]. It is demonstrated that the secular equation R(A) = 0 can
be employed to efficiently localize the eigenvalues of the flux Jacobian, and thereby to identify parameter
regions of guaranteed hyperbolicity for each model. Moreover, it provides the characteristic information
required by certain numerical schemes to solve the respective systems of conservation laws.

1. INTRODUCTION

1.1. Scope. Polydisperse suspensions consist of small solid particles dispersed in a viscous fluid, where the
particles are assumed to belong to a number N of species that differ in size or density. The sedimentation of
such mixtures is frequently described by spatially one-dimensional models. If the particles are small compared
with the cross-sectional area of the settling vessel, then the N species can be treated as superimposed
continuous phases, where species 7 is associated with the volume fraction ¢;, the phase velocity v;, size
(diameter) d;, and density g;, where we assume that di =1 > dy > --- > dy and d; # d; or g; # p; for
i # j. The continuity equations of the N species are then 0i¢; + 0.(p;v;) = 0,4 =1,..., N, where ¢ is time

and z is depth. The velocities vy,...,vy are assumed to be given functions of the vector ® := ®(x,t) :=
(1 (x,t),...,6n(x,1))T of local concentrations. This yields systems of conservation laws of the type
T .
QP+ 0,£(P) =0, £(®) = (fi(®),....fn(P)) ", [fi(®)=0wwi(P), i=1,...,N. (1.1)

The one-dimensional model (1.1), where the concentrations are the only unknown flow variables, is called
kinematic. We are interested in the hyperbolicity analysis of (1.1) for arbitrary N under the assumption

that the velocities v1, ..., vy are functions of a small number m (m < N) of scalar functions of @, i.e.,
vi:v’i(plv"'vpm)a pl:pl(q))a izla"'va lzla"'vm' (12)
Under the present assumptions, the entries f;;(®) := 0f;(®)/0¢; of the Jacobian J¢(®) are given by
3(@%‘) G 0v; Opy .
fzzizvzdl—l— ¢z st ’L,]:L. ,N, 1.3
= "ag, 1+ 295, g, 3
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ie., Jp(®) is a rank-m perturbation of a diagonal matrix. Models of this type include those by Masliyah
[34] and Lockett and Bassoon [33] (“MLB model”), Batchelor [4] and Batchelor and Wen [6] (“BW model”),
Davis and Gecol [21] (“DG model”), and Hofler and Schwarzer [13, 29, 30] (“HS model”).

Hyperbolicity is an important property for polydisperse models, since it is often related to the range of
validity of the models. However, the analysis of the characteristic polynomial of the Jacobian matrix of the
system, in order to determine its eigenvalues, is rarely an easy task. Strict hyperbolicity for any N has only
been proven for the MLB model, under certain restrictions (for equal-density particles, see [3, 11]).

In [23], the authors provide a proof of the hyperbolicity of the MLB model for equal-density spheres
that does not involve an explicit computation of det(J¢(®) — AI). It exploits the algebraic structure of the
Jacobian matrix, and makes use of the fact that the eigenvalues of a rank-m perturbation of a diagonal
matrix can be characterized as the roots of the so-called secular equation [1]. The analysis is based on a a
rational function, R(\), that satisfies

="

det (Z¢(@) — AT) = RO\ [T (vs — A) (1.4)

1

(3
for a fixed vector ®, under appropriate circumstances. For (1.1), R(\) is of the form

and its coefficients v;, ¢ = 1,..., N can be calculated with acceptable effort for moderate values of m. The
key result is that if these coeflicients are of the same sign, then the existence of N different eigenvalues of
Je(®) is ensured. Moreover, these eigenvalues can be localized since they interlace with vy,...,vy. This is
also an important property from the numerical point of view, since no explicit formulas for the eigenvalues
are available, and its computation must be always carried out by root finders.

This approach has proven to be more convenient than the explicit computation of det(J¢(®) — AI) by
successive row and column eliminations done for polydisperse models in e.g. in [11, 39] (see [23] for the
“secular” approach), or for kinematic traffic flow models in [52] (see [24] for the “secular” approach).

It is the purpose of this paper to employ this calculus to provide a new proof of hyperbolicity for variants of
the MLB model, and to derive new hyperbolicity results for the BW and HS models. In particular, we identify
conditions on the smallest particle size, the maximum solids concentration and certain model parameters
under which these models are strictly hyperbolic for arbitrary N. Numerical simulations illustrate the MLB
and HS models, and demonstrate how the hyperbolicity analysis provides characteristic information required
by numerical schemes.

1.2. Related work. For particles that have the same density, and after suitably rescaling the time variable,
the components f;(®), i =1,..., N of the flux vector £f(®) of the MLB model can be stated as

fi(@) = ¢i(1 = 9)V($)(df — (¢ndi + -+ ondR)), i=1,....N, (1.5)
where ¢ = ¢1 + - - - + ¢n and the so-called hindered settling factor V' (¢) is assumed to satisfy
V(0)=1, V(fmax) =0, V'(¢) <0 for ¢ € [0, dmax), (1.6)

where ¢max is the maximum total solids concentration. We consider vectors ® € Dy, ., where Dy, is the
closure of the set Dy, = {®P RN : ¢; >0,...,68 >0, p:=¢1 + + &N < Prmax}-

In [14] it was shown that loss of hyperbolicity, that is, the occurrence of pairs of complex-conjugate
eigenvalues of J¢(®), is an instability criterion for polydisperse suspensions. For N = 2 this criterion requires
evaluating the discriminant Io(®) := (f11(®) — fa2(®))? — 4f12(®P) f21(P); for vectors ® with I(®) < 0, the
system (1.1) is unstable (elliptic) [5]. In [2, 12, 14], instability regions for N = 2, 3 and different choices of f(®)
are determined, while in [11] it is proven that for equal-density particles (91 = -+ = on), arbitrary N and
d; # d; for i # j, (1.1) with the MLB flux vector (1.5) is strictly hyperbolic for all ® € D;. The consequences
of instability include the formation of blobs and “fingers” in bidisperse sedimentation and the formation of
nonhomogeneous sediments [12]. These phenomena have been observed in experiments (e.g., in [46]) under
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the circumstances predicted by the instability criterion. For one-dimensional kinematic models, loss of
hyperbolicity sometimes predicts anomalous numerical solutions, for example, heavy and buoyant particles
block each other within the vessel [10], and the steady-state sediment composition varies continuously [8].

On the other hand, strict hyperbolicity, and thus stability for equal-density spheres agrees with experi-
mental evidence, since instabilities have only been observed with particles of different densities [46]. Con-
sequently, a sound model should be strictly hyperbolic for equal-density particles, at least if the parameter
dy is sufficiently close to one. Thus, there is interest in determining a region of guaranteed hyperbolicity of
a given model in dependence of dy and ¢max. This region should be independent of N, since only dy can
be controlled in real applications, for example by sieving. This work outlines a calculus that provides such a
criterion for a number of models. While the results for the MLB model have been obtained by other methods
(but at considerably more effort, see [11]), the analysis of the BW and HS models is new. In contrast to the
MLB model, within the BW model the hindrance of all species to a given species ¢ is not described by a factor
V = V(¢), but by a factor that depends on 1+ s} ®, where sT = (S;1,...,S;n) is a vector of non-positive
coefficients and S;; < 0 is a function of the size ratio d;/d;. The BW model is valid for dilute suspensions
only (i.e., for suspensions of small concentration), and the HS and DG models were both proposed as ex-
tensions of the BW model to the whole range of concentrations from the dilute limit to packed sediments.
The BW, HS and DG models are algebraically more complicated than the MLB model, and the results of
[11], based on deriving the characteristic polynomial of J¢(®), are difficult to apply in this case. However,
if one employs a cubic polynomial dependence of S;; on d;/d;, then the BW, HS and DG models become
cases of (1.1) and (1.2) for m = 4, and a hyperbolicity analysis becomes feasible via the secular equation.
Nevertheless, to make this paper concise and to focus on the main ideas, we herein set the coefficient of
the cubic term to zero. This assumption is also made a priori in part of the literature [13, 29, 30], and is
otherwise justified by the observation that this coefficient is usually very small. Consequently, we limit the
present analysis to the case m = 3. In addition, we do not analyze herein the DG model, since previous work
for N =2 and N = 3 [14] showed that this model is hyperbolic for fairly narrow size distributions only. In
future work, however, we will employ the secular equation to explicitly derive bounds of the hyperbolicity
region for the DG model.

Although hyperbolicity in the equal-density case is a criterion that helps to decide whether a given
polydisperse sedimentation model is formally sound and generates characteristic information important for
the implementation of numerical schemes, we do not attempt to judge which model is preferable or more
accurate. Rather, we highlight the relevance of our analysis by mentioning that recent works that employ
either the MLB model or the BW, DG or HS model include [26, 35, 37, 45, 49, 50] and [19, 22, 28], respectively.

Clearly, this analysis should be extended to additional sedimentation models (see Section 6). Other multi-
species kinematic flow models of the type (1.1), (1.2), which are amenable to a similar hyperbolicity analysis,
include multi-class vehicular traffic [7, 15, 17, 24, 48, 51, 52] and the creaming of emulsions [15, 39).

1.3. Outline of this paper. In Section 2 we outline the secular equation and its application to (1.1), (1.2),
stating the basic hyperbolicity theorem, the “interlacing property” (i.e., the separation of eigenvalues by the
velocities), and the computation of eigenvectors. In Section 3 the MLB, BW and HS models of polydisperse
sedimentation are stated. In Section 4, which is at the core of this paper, the secular equation is applied
to analyze the hyperbolicity of each of these models. For the MLB model (where m = 2), we first present
in Section 4.1 a more compact proof of hyperbolicity for equal-density spheres than in [3, 11], and then
estimate the hyperbolicity region for particles that differ in density only. Then, in Section 4.3, we present
a new analysis of the BW model for equal-density spheres by means of the secular equation, which results
in a characterization of the parameter range within which the equations are hyperbolic, and in an upper
bound of the total concentration up to which this property can be guaranteed. This bound is fairly small,
in accordance with the limitation of the BW model to dilute suspensions. Then, in Section 4.4, we analyze
the HS model in a similar manner. It turns out that the HS model is strictly hyperbolic if dx is not too
small. Section 5 presents some simulations of the MLB and HS models made by the Roe [32] and Kurganov-
Tadmor (KT) [31] schemes to illustrate the sedimentation processes and the use of characteristic information
provided by the calculus of the secular equation. Section 6 collects some conclusions of our analysis.
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2. THE SECULAR EQUATION
According to (1.3), for a fixed vector ® € Dy, . the Jacobian Jr = J¢(®P) is a matrix of the form
B = (Ba) = (¢:i0vi/Op1), o
(Bi) = (#:0v:/Op1) 1<i,j<N, 1<l<m. (21)
A = (A1) = (Op/09;),
As a motivation for the secular equation, we briefly summarize the analysis in [23]. To this end, let us
assume that \ is an eigenvalue of J¢(®), with eigenvector x, i.e., (D + BAT)x = Ax and such that
A#£wv; foralli=1,...,N. (2.2)

Since (D — AI) is invertible, we can also write x + (D — AI)"!B(ATx) = 0, and multiplying this relation
byAT, we get

Jr =D +BA", D =diag(vy,...,vn), {

ATx+ AT(D - \I)7'B(ATx) =0, (2.3)
i.e., the vector £ = ATx € R™ satisfies M, & = 0, where
M, :=1+AT(D - \I)"'B. (2.4)

Clearly, we must have £ # 0, since otherwise we would have x = 0. Hence, any eigenvalue A # v; for all i
must be a root of the equation det My, = 0, and we obtain a direct relation between the equation det M, =0
and the eigenvalues of J¢. The optimal situation is when R(A) = det My has N different real roots, since in
this case these must be all the eigenvalues of J¢, which ensures strict hyperbolicity of the system (1.1).
The secular equation

R(A\) =detM, =0 (2.5)
provides, hence, relevant information on the eigenvalues of Jf. Rather than forming explicitly the matrix M
and compute its determinant, we use a form of the function R(A) that can be traced back to Anderson [1],
obtained after using certain algebraic results concerning eigenvalues of rank-m perturbations of a diagonal
matrix.

We introduce now the relevant notation. We denote by S? the set of all (ordered) subsets of r elements
taken from a set of p elements. Assuming that X is an m X N matrix, and given the index sets I := {i; <
o <Rt € SN and J == {ji < .-+ < ji} € S, we denote by X’/ the k x | submatrix of X given by
(X57),.q = Xi, j,- The following theorem can be found in [1], but we give here the form in [23], which
provides the explicit formulas to be used in the applications.

Theorem 2.1 (The secular equation, [1, 23]). Assume that D is a diagonal matriz as given by (2.1) with
v; >, fori < j, and that A and B have the formats specified in (2.1). Let A # v; fori=1,...,N. Then
X is an eigenvalue of D +BAT if and only if

N
i
R(\) :=detM) =1 E =0. 2.6
W i " vi— A (26)
The coefficients v;, i = 1,..., N, are given by the following expression:

min(N,m)

det AT+ det BY+/
Yy . @)
r=1  icleSN Jesp ez (v = vi)

The importance of the secular equation is elucidated by the following corollary, which is an extended
version of [23, Corollary 1].

Corollary 2.1. With the notation of Theorem 2.1, assume that v; - y; > 0 for 4,5 = 1,...,N. Then
D + BAT is diagonalizable with real eigenvalues A1, ..., Ay. If v1,...,vn < 0, the interlacing property

My =von+71+ - FIW<AIN<UON <Ano1 << A <1 (2.8)
holds, while for 1, ...,vn > 0, the following analogous property holds:
UN < AN <UON—1 < Ay-1 << <M< My=vi+m+-+IN- (29)
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Proof. 1f v; # v; for i # j and 71, . .., yn have the same sign s, then R(\) — (Fs)oo as A — vi", hence R has
N —1 changes of sign between two consecutive poles. Since R(A) — 1 for A — o0, there is another change of
sign to the left of vy if s = —1 or to the right of vy if s = 1. Thus, noting that M; < vy and My > vy in the
respective cases v; < 0 and ; > 0, the property of M; being a lower bound and Ms being an upper bound
for A1,..., AN, respectively, is established if we can show that R(M;) > 0 and R(Mz) > 0, respectively.
In the case v; < 0 we have that M1 —v; =vy —vi+71+- -+ W <7+ - -+n fori=1,..., N, which
implies that v; /(M1 —v;) <vi/(y1+---+vn) for i =1,..., N, and therefore
N N

i Vi
R(M: :1—1—2721—57:0.
( 1) P v; — 7‘11 P 71++’YN

The proof of R(Ms) > 0 is analogous. O

As a consequence of Corollary 2.1, strict hyperbolicity of (1.1) follows whenever the coefficients 7; of the
associated secular equation of the system have a uniform sign. The interlacing property is important for
numerical schemes, since the actual eigenvalues may be computed conveniently by a root finder. The bounds
for the eigenvalues, i.e. the characteristic speeds of the system, are also important for numerical purposes.

Remark 2.1. The conditions of Corollary 2.1 are sufficient for the strict hyperbolicity of the models, but
are far from necessary. A slightly weaker set of hypotheses leading to strict hyperbolicity would be that
the coeflicients ~; either have a definite sign or, if 7; = 0, then v; is not a root of the secular equation, for
Theorem 2.1 would then anyway provide N different roots of the characteristic polynomial. The condition
R(v;) # 0 whenever v; = 0 is hard to analyze in general, but there is a situation where it can be neatly
ensured, given, for instance, that vy > --- > vy and v; < 0 for all j: «; = 0 implies 7; = 0 for all j < 1,
which yields

N

R(v) =1 S ) 2.10

=1+ 3 S (210)

Remark 2.2. In the context of models of polydisperse sedimentation, the situation addressed in Remark 2.1

occurs if we choose ® = (¢1,...,¢n)T such that ¢; = 0 for 1 <i < iy and ¢; € (0, pmax) forip+1<i < N

for an index ig € {1,..., N}. Consequently, suppose that we are able to establish strict hyperbolicity on all

of Dy,..., then this property also holds on certain parts of the boundary of Dy, ; on the remaining parts of
that boundary, the model (1.1) is still hyperbolic, but not necessarily strictly hyperbolic.

Remark 2.3. Anderson [1] mentions that for the case of a self-adjoint rank-1 perturbation of a diagonal
matrix, Theorem 2.1 was proved first by Golub [25], who also utilizes the expression “secular equation” [25,
p. 327] for the algebraic form of R()\) in that case. Nevertheless, this expression is in fact much older, and
appeared at least as early as in the work of Cauchy [18], where the adjective secular has the meaning of
“existing or continuing through the centuries”.

Finally, another important by-product of this derivation is the possibility of having an explicit expression
of the spectral decomposition of the Jacobian matrix of the system, which is also a useful asset in numerical
simulations. Assume that A is a root of the secular equation, i.e., A is an eigenvalue of J¢ that satisfies (2.2).
Then &€ = ATx is a solution of M€ = 0. But M, is an m x m matrix that can easily be computed. Given

two vectors g = (g1,...,9~8) T, h = (h1,...,hn)T € RV, if we use the notation
gl
[g.h]:=[g,h]y :=g"(D - A)"'h=>_ (2.11)
1 Vi — )\
and denote by aj,...,a,, and by,...,b,, the columns of A and B, respectively, then

M =1+ ([a;, by])

1<i,j<m”
Assuming that we can compute a non-zero solution & of
My& =0, (2.12)
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we can use the relation x + (D — AI) "!B(ATx) = 0 to compute a right eigenvalue of J¢ as
x = —(D - \I)"'B¢. (2.13)

The same procedure may be employed to calculate the left eigenvectors of Jr, since they are the right
eigenvectors of JfT =D + ABT. In other words, the roles of A and B and corresponding columns need to
be interchanged. This will be further illustrated for the MLB model.

For the case given by (2.1) and assuming that m < N, we note that with A and B defined in (2.1) we
can write

det AT = det (g%’), det BT = det (%) ¢

1 lel

where the notation above should be self-explanatory. Then, we can write

N~ o P dur aps
%—sz;m, wi= >, I s > det<8pJ)det<a¢l). (2.14)

ieleSN lel l#i Jesm

When m = 1 or m = 2, these quantities can be easily computed and the hyperbolicity analysis via
the secular equation is much less involved than the study of det(J7s(®) — AXI). For m = 3 or m = 4, the
computations in the secular equation are more involved, but they can be useful in providing at least partial
results concerning hyperbolicity, where the theoretical analysis of det(J¢(®)) — AI) is essentially out of reach.

3. KINEMATIC MODELS OF POLYDISPERSE SEDIMENTATION

3.1. The Masliyah-Lockett-Bassoon (MLB) model. The MLB model is based on the following explicit
equation for the solid-fluid relative velocity u; := v; — v¢ of species i, also called slip velocity:

_ gdi(ai — 2" ®)
’ 18

where g is the acceleration of gravity, g; := 0; — or is the reduced density of particle species ¢, where p;
and gf are the mass densities of particle species i and the fluid, respectively, us is the viscosity of the fluid,
o := (01,...,0n)T, and V;(®) is the hindered settling factor for species i. In most previous works, this
factor is assumed to be the same for all species, and is assumed to depend on ¢ := ¢1 + -+ - + ¢ only, i.e.
Vi(®) =V (¢) for i =1,..., N, and may be given by the Richardson-Zaki [38] expression

Vi(®), (3.1)

V(g)=(1—¢)"? for ¢ € Dy,..., V(¢) =0 otherwise, n > 2. (3.2)

Expressing the velocities vy, ...,vy and vf in terms of the volume average velocity g := (1 — ¢)vr + d1v1 +
-+ +ovyon and the slip velocities ui,...,ux we obtain the flux functions

fi(®) = ¢5vi = qopi + ¢ (u; — (prur + -+ ¢yun)), i=1,...,N. (3.3)

while summing the continuity equations for the solids species and that of the fluid yields d,q = 0, i.e.,
g = 0 for batch settling in a closed vessel. Then, inserting (3.1) into (3.3), assuming that (for example, after
rescaling x) the constant g/(18u¢) equals one and recalling the ordering

dy=1>dy>--->dn_1 > dn, (3.4)

we obtain

[i(®) = vy (@), v (P) = i=1,...,N. (3.5)

3

N
(0 — " Q)AVi(D) = Y Gmd?,(0m — 2" D)Vin (D)
m=1

Under the assumption V;(®) = V(¢) for i = 1,..., N, the equation for v; in (3.5) assumes the form

v (®) = V() . i=1,...,N. (3.6)

N
(0 — 2" ®)d} = > ¢md?(0m — 2" P)
m=1
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On the other hand, for equal-density particles we have g; — @7 ® = (1 — ¢)(0s — 0r), where g is the uniform
solids density. Hence, assuming that ¢ has been rescaled so that (3.5) becomes

N
vi(@) = (1= ¢) |d;Vi(®) = > ¢mda Vin(®) |, i=1,...,N. (3.7)

Clearly, combining the assumption V;(®) = V(¢) with that of equal particle densities leads to the flux
function (1.5).

Finally, we may also consider a suspension of particles of equal size d of species that differ in density only.
Assuming V;(®) = V(¢#) and that the factor gd?/(18p¢) is set to one, we then obtain

vi(®) =V(¢)[o; + (¢ —2)0"®], i=1,...,N. (3.8)

The secular equation can be employed for the hyperbolicity analysis of the MLB model in various particular
instances, as we shall see in Section4.

3.2. Models based on Batchelor’s approach. The MLB model is derived from the mass and linear
momentum balance equations of the particle species and the fluid (see [11]). A different approach is due to
Batchelor [4], which is based on the following expression for the settling velocity v; of spheres of species 1,
having diameter d;, in a dilute suspension:

v (®) = v;(0)(1 +s/®), i=1,...,N. (3.9)

Here, v;(0) is the settling velocity of a single sphere of species ¢ in pure fluid, that is, v;(0) is the Stokes
velocity v;(0) = —d?p;/(18us), and s} := (S;1,. .., Sin) is the i-th row of the matrix S = (S;;)1<;j<n. The
dimensionless sedimentation coefficients S;; are in general negative functions of \;; := d;/d; and g;; := 0;/0;,
of the Péclet number P;; := (d; + d;)|v;(0) — v;(0)|/(4D;;), and of interparticle attractive-repulsive forces.
Here, Dy; := (KT)(3mpus) " (d; ' + d;l) is the so-called relative diffusivity, where T is temperature and k is
the Boltzmann constant [4, 6]. The coefficients S;; can be calculated from the pair distribution function,
which represents the statistical structure of the suspension [4]. This was done numerically by Batchelor and
Wen [6] for a range of values of A = \;; and ¢ = g;;, considering the limits of either a large (P;; > 1) or a
small (P;; <« 1) Péclet number, and neglecting Brownian diffusion.

The secular equation can be employed for the hyperbolicity analysis of several models based on Batchelor’s
approach with equal-density particles (g;; = 1 for 1 < 4,5 < N). In this case, after rescaling time, we may
express (3.9) as

v;(®) =d?*(1 +s}®), i=1,...,N, (3.10)
and the coefficients S;; can be reasonably approximated by a formula of the type
3 !
_ J .
Sij = ;ﬁz (d_i) , 1<ij<N. (3.11)

We will refer to (3.10), (3.11) as the Batchelor and Wen (BW) model.
Davis and Gecol [21] were the first to approximate the numerical values of S;;, tabulated in [6] for g;; =1
for eight different values of A;;, by an expression of the type (3.11); they obtained the coefficients

T (-3.5,—1.1,-1.02,—0.002) for large Péclet numbers (P;; > 1),

/3 = (607"'763) = , (312)
(—3.42,-1.96,—1.21,—0.013) for small Péclet numbers (P;; < 1).

We observe that in both cases, 8; < 0 for i = 0,...,3, and that |G3] is very small. In fact, some authors

utilize B3 = 0 a priori; for example, Hofler and Schwarzer [30] fit the data from [6] for large Péclet numbers
to a second-order polynomial corresponding to

BT = (Bo,...,Bs) = (—3.52,—1.04,—1.03,0). (3.13)
That |B5] should be a small while Gy, 51,02 < 0 is also supported by theoretical asymptotical result [4]

stating that S;; + 0i; ()\fj +3X\;; +1) — 0 as A\;; — oo, which is relevant here only for g;; = 1. For a detailed
discussion of the coeflicients S;; and further data we refer to [4, 6, 40, 47]. Our further analysis will indeed
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rely on the negativity of the ;. As we shall see shortly, setting O3 = 0 simplifies greatly the computations
involved in the hyperbolicity analysis via the secular equation.

To overcome the limitation of (3.10), and the BW approach, to dilute suspensions, other models have
been proposed. Davis and Gecol [21] replace (3.10) by

vi(@) = d} (L + 87 — Si¢) (1 — ¢) 5, (3.14)

and claimed that (3.14) could be used for size ratios dy > 1/8. However, in [14] it is shown that for N = 2
and dy = 1/6, the system (1.1) based on using (3.14) exhibits unphysical instability regions for equal-density
spheres. Another velocity equation that formally extends (3.10) to the whole range of concentrations was
suggested by Hofler and Schwarzer [13, 29, 30]:

v (®) = d? exp(sy @ +nep)(1 —¢)", n >0. (3.15)

For ® — 0, (3.14) and (3.15) have the same partial derivatives as (3.10), while for ¢ — 1, the velocities v;
given by (3.14) and (3.15) vanish. Moreover, for the HS model it is straightforward to verify (see [14]) that
I5 > 0 for arbitrary non-positive Batchelor matrices S and N = 2. Furthermore, based on numerical tests,
it was conjectured in [14] that the model based on (3.15) would be stable also for N = 3. The present work
confirms this conjecture and shows that the model is stable for arbitrary N, provided that for a given vector
of coefficients 3, the quantities dy and ® satisfy some mild conditions.

4. HYPERBOLICITY ANALYSIS VIA THE SECULAR EQUATION

Since our analysis should be general with respect to the number of species N and the particle size
classes dy,...,dy, we employ the smallest normalized particle size dy as the only scalar parameter that
characterizes the width of the particle size distribution. We always assume the ordering of particle sizes
(3.4). This means that for equal-density particles, ¢ > j for i,5 € {1,..., N} is equivalent to d; < d;.

4.1. The Masliyah-Lockett-Bassoon (MLB) model. The MLB model for equal-density spheres (1.1),
(1.5) is known to be strictly hyperbolic for all N and all ® € Dy, . A proof of this fact was obtained in
[11], by deriving an explicit formula for the characteristic polynomial of the Jacobian matrix J¢(®). In [23],
a considerably shorter proof of this same fact was provided by using the secular equation.

To illustrate the use of the secular equation to obtain strict hyperbolicity, we consider the MLB model
for species of identical density in a more general case, considered in [3]. Basson et al. [3] recently analyzed
the variant of the MLB model for equal-density spheres based on (3.7) with the following hindered settling
factors:

Vi(¢p) = (1 — @) =2 for ¢ € Dy,.., Vi(p) =0 otherwise, n; >2, n; <n;fori<j. (4.1)
In [3], an analysis of the characteristic polynomial of J¢(®) similar to that of [11] led to the conclusion that

the model is still strictly hyperbolic for all N and ® € Dy, . . Here we provide a much shorter proof of this
fact using the secular equation.

Lemma 4.1. The MLB model for equal-density spheres (1.1), (3.7) and the hindered settling factors (4.1)
is strictly hyperbolic for all & € Dy . . Its eigenvalues A; = A;(P) satisfy the interlacing property

Ml((l)) < )\N(‘I)) < ’UN((I)) < )\N—l(q)) < ’UN_l(‘I)) <0< )\1(‘1)) < ’Ul((I)),
N
M (®) = di V(@) + 3 djo; (1= @)V (9) - 2V;(0).

The right and left eigenvectors of J¢(®P), respectively denoted by x and y, that correspond to a root A of
the secular equation are

N

N
1 ag,1bx.2 ax,1bk,1 .
= e N I e | IR 4 42
AT Uk — A 72< i Uk—)\>] Z 2

k=1 k=1
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bklak2 br,1ak,1 .
i:— : - 1 —1,...,N, 4.3
o [ 3 e (15 ) =

where
big = ¢id;Vi(9), bip=—¢i, ai1=1, ai2= Z $)pj + diVi(9). (4.4)

Proof. In this case, we have m = 2, and the velocities can be expressed by v; = V;(p1)d? — pa, where
pri=¢=0¢1+ -+ ¢y and po = d2Vi()p1 + - - - + d% VN (¢)¢n. To compute the expressions in (2.14), we
need

; , ov; 8p 8p

8pl,2 2 21/
a@vl) = dPVi(9) ~ EVi(o).

v —v; = Vi(o)d; — Vi(¢)d?

det (2L ) = Vi (0) - Vi), et
In this way, we obtain

ov; 3171 + Ov; 3172 — 2

P = o ‘V/ d2vl .
M= G0, ops g, (@) Z ?)%;

N
b v Ip1, ’ ’
=3 e (5 ) aen (;Z_j_) _ 3 6 @V 0) - BV(0)),

=1
J#i J#i

which finally leads to v; = (V/(¢)(1 — ¢) — Vi(¢))¢id?. Due to (1.6), we obtain v; < 0 for all i = 1,..., N
and ® € Dy, . The interlacing property and the form of M; follow from Corollary 2.1. We deduce (4.2) by
considering A = \;, taking & = (—[ai, ba], 1+ [a;,b1]) € R? as solution of the first of the two (equivalent)
equations in (2.12) and substituting into (2.13). Since the left eigenvectors of Jr = D + BAT are the right
eigenvectors of JiF = D + ABT, (4.3) can be deduced from (4.2) by interchanging the roles of A and B. [

For equal-sized particles, which differ in density only, Dy, .. has in general a sub-region with lack of
hyperbolicity [12, 14]. In this case, the quantities 7; will in general not have a definite sign, but we may still
employ the secular equation to estimate the size of the hyperbolicity region of Dy, .

Lemma 4.2. The MLB model for equal-sized heavy spheres (1.1), (3.8), where g1 > g2 > --- > oy > 0 and
the hindered settling factor V(¢) is given by (3.2), is strictly hyperbolic for all ® € Dy, C D, where

noN n -
= = , = > 1. 45
¢ i anm=D nia =1 01/0n (4.5)

Proof. In this case, we have v; = V(p1)(0; + (p1 — 2)p2), where p; = ¢ and ps = @7 ®. This implies

8 i ’ _ 8 1
b= VOE -8 G = V(@ a+ O 2p) + VO G = V(O -2)
op1 op2 _ _. vij \ _ ) V(A _ A Opr2\ _ _
=1 g e () vV @6 -2 - o). de () <5 - o

In this way, we get
Y, = V/(¢)(@i + (¢ — 2)]?2) + V(o) (p2 + (¢ — 2)@1‘)7 Yo,i = V' (0)(¢ — 2)(40i — p2),
which for V(¢) given by (3.2) yields
vi=—¢i(1— )" ?[0:i(1 4+ (n—1)(1 — ¢)) — p2].
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Taking into account the ordering g1 > -+ > on, we have v; < 0if ¢ < 1 and pa < g;(1 + (n — 1)(1 — p1)),
foralli=1,..., N, or equivalently, 0 < (®) := —p"® + gn(1 + (n — 1)(1 — ¢)) for all ® € Dy,. In order
to find conditions on ¢, for ensuring that 1)(¢) > 0, V¢ € [0, pmax|, we may consider the linear optimization
programme
min D). 4.6
¢j207¢§¢*w( ) ( )
It is straightforward to see that the solution of (4.6) is attained at a vertex of Dy, . We then obtain

min (@) = min{u((0, .., 0)"), min{(b.er), .. b(d.en)}}
®cDy,
=, min {=gjo. +on(1+(n =)L =)} = —a19x +on(1+ (n = (1 = ¢1)).
This directly gives the bound (4.5) that ensures strict hyperbolicity in Dy, . . O

4.2. Preliminaries for the BW and HS models. These two models can be expressed as
vi(®) = dip(s; @ +ng)(1-¢)", i=1,...,N, (4.7)

where p(z) = 1+ z, n = 0 for the BW model, and ¢(z) = exp(z), n > 0, arbitrary, for the HS model. We
define

a, :=d’_ = (a7 dy T d Y, po=al®, o v=1,....4, (4.8)
and write
s,Tcp_zN:(zg:g <ﬁ>y>¢._§:6” ald = Zﬂp i=1,...,N.
l j=1 \v=0 ’ di ’ v di v S 7 ,
In this paper we shall analyze only the case 83 = 0, for which m = 3. We may then express (4.7) as
v;(®) = vi(p1,...,p3) = Az ((Bo + n)p1 + Bud; "p2 + Bod; *p3) (1 —p1)", i=1,....N. (4.9)

Let us write p1 = ¢, and define 7, = p(sT® + ng) and n, = ¢'(s]® + n¢) for i = 1,..., N, where
¢’ (2) := dp(z)/dz. Taking into account that for the BW and HS models either n = 0 or 7, = n;, we readily
compute here that the quantities af = dp/d¢; and BF = ¢,0v;/Opy. are given by

ﬂ

—¢’
We now calculate the products oy 13 7 of the determinants af y :=det AI 7 and ﬂJ = det B’/ in the formula
(2.14) for m = 3,

F=alt pE=di (1 - ¢)"Beanls Bo=Po — Br =Bk, k=12

(e

125124'@13 13+a23 23 N 1233123

11 292 323 ij ijk Mijk

Vi = o B + i B + o5 + E _ + E YUY (4.10)
gy vj — v byt (vg — vi)(vj — ;)
i iFj<hti

which is written out here in some detail for the ease of keeping track of the terms to be evaluated. Moreover,
we adopt the convention that sums over a void index range are zero, and utilize the following notation:

Tijk = (dj — di)(dy — di)(dx — dj). (4.11)
We then obtain
af B = digi(1 = ¢)" Be—1mi, k=123,
Al PHIBEPTE — —(did;)* i (1 — )" i) Bp—1Bprg—r (df —dD)?, q=1,2, (4.12)
QB = =i (1 — &) i1k Bo B Bam i
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4.3. The Batchelor and Wen (BW) model. We first show that for a sufficiently dilute suspension (i.e.,
® is close to zero in a sense made precise below), the BW model is stable by demonstrating that -; has a
definite sign, at least under certain mild restrictions on the parameters dy and 3, and if the components of ®
are sufficiently small. To this end, we rewrite (4.10) as ; = ¢;(S1; + S2,; + S3,;). Inserting the expressions
(4.11) and (4.12), with n = 0, 3, = B, 77, = 1, into (4.10) and defining 7; := 1 + sT®, we obtain

S1,i = d2(Bo + b1 + Ba),
S
Sz 1= Z W( Bobrdsd;(d; — di)?* — BoPa(d; — d7)? — B1Badid;(dj — di)?),
i (4.13)
N 2
L DR
Susi==Pbe 3 i, — )

i#j<kF#i

Since 3; < 0 for ¢ =0, 1,2 and at least one [3; is negative, we see that S; ; < 0 for ¢; > 0; moreover, here S; ;
is independent of ® or N. Consequently, we now show that v; < 0 for all =1,..., N by possibly imposing
further conditions on the parameters dy, 8 and ®. Our strategy is based on splitting the sums of (4.13) into
positive and negative parts (produced by summands of the corresponding sign), estimating the contributions
of positive sign, and then showing that these estimates ensure that «; < 0. To this end, suppose that there
is a constant @ > 1 such that

1
—sid < —— ;=1,...,N. :
s; @ < 50 foralli=1,...,N (4.14)

Clearly, this condition is satisfied if and only if the inequality for i = N is satisfied, i.e.,

al LY 1
=% ( 5 ) 6 < g (4.15)
j=1

v=0

(This is a combined condition on the choices of dy, 3 and ®, which we will discuss after stating the main
result for this model.) This implies that 1 +s7® > —sT® for all i = 1,..., N, i.e., it is a positive lower
bound for the velocities v;, and we then know that for ¢ < j, the following inequalities are valid:

0 < (di; —d?ﬁj)‘l < (4] ®)(d; —d?))‘1 < < o(d; — d3) Z ) : (4.16)

1/0-7

Clearly, we may further estimate the last term in (4.16) by omitting some of the summands.

Lemma 4.3. If (4.15) is satisfied then we have the following inequalities:
Sai < —d7071 (280 + B2), (4.17)
Sz, < —d767%(20). (4.18)
Proof. Since 7; > 7; for ¢ < j, the summands of Sy; with j < ¢ and j > 4 are negative and positive,
respectively; let us denote the corresponding partial sums by S, ; < 0 and S;Z >0, with Sz; = S, ; + SQL

Our aim is to bound S, +- in such a way that this quantity is compensated by the (negatlve) terms of Si.
Let us now turn to 82+ ;- We here get

+ 1 Bobrdi(ds — dj)*dd;  Bofalds + dj)*(ds — dj)*dzp;  B1fadi(ds — dj)?die;
SIEEP) { @ &ndie | @-dmpae | a@-oae [

j=i+1

Consequently, since d; > d; for j > i, we obtain from (4.19) the following inequality:

d2 N d;d; d2¢, d;b;
St <« % JJ+JJ>+ J],
e 3 (i a8)
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which implies (4.17), given that

d}  big1+ -+ dyon 1 19
dp¢l+...+dp¢N — 3 p bl .

Since only those summands of Ss; are positive for which either ¢ < j and ¢ < k or ¢ > j and ¢ > k, we
rewrite Sz ; as S3; = Sy, —i—S;ll —i—S;rlQ, where S3; <0, S;ll > 0 and 8+2 > 0, and 8+ ! and S+2 are the
partial of Sz ; for which j > ¢, k>4iand k# j and j <, k <iand k # _j, respectively.

Applying several versions of (4.16) to both factors in the denominator of the summands of 8; 7, we obtain

N

shl < _i Z ﬁO%de(bjd Pr
MOS0 e (4 - d)(d] - d)d] Rdy P
i<k
Noting that for j, k > i, we have that
Tk iv: TodT e
° < d? dj¢p;digr < di ®dy ® (4.20)
(df — d5)(d} — df) et
i<k
we finally obtain the inequality
d2
St < —Bogs- (4.21)

Furthermore, the version of (4.16) with the roles of ¢ and j interchanged shows that

i—1 i—1
1 Bom}dicp;di o Bo
SH2< Y < - dy — d;)%d;ip;d?
S 2 (di —di)(d} —df)d]@ds® — 6°d{ ®dy ® 2( k= ) dichj i pr
k<j k<j
2By 2 d?
<———F— didrdip; < —Fo—s
= 92(21’111(1)(21’211(1) J;l k¢k J¢J = 6092
k<j
Combining this with (4.21) we obtain (4.18). O
Corollary 4.1. For the BW model, the following inequality is valid:
St + 8o + 83 < d7M(0,3), (4.22)

where we define the function
M@O,8):=(1-20"1 20733y + B+ (1 — 07 1)Bs. (4.23)

Proof. Combining the inequalities (4.17) and (4.18) we obtain (4.22) and (4.23). Each of the inequalities
(4.17) and (4.18) estimates a non-negative sum from above, and therefore remains valid if the respective
sum runs over a void index range, and is therefore zero. Consequently, (4.22) and (4.23) hold for arbitrary
numbers of species V. O

We have proven the following theorem.
Theorem 4.1. Assume that 0 is chosen such that the inequality
M(@,8) <0 (4.24)

is satisfied, where M(0,3) is defined in (4.23). If the maximum solids concentration ¢max s chosen such
that the inequality (4.15) is satisfied for all ® € Dy, for this value of 0, then v; < 0 fori=1,...,4 and
® € Dy,..., i.e., the model equations are strictly hyperbolic on Dy, .
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(a) (b) (c)

0.06 : ‘ : 0.06 ‘ . ‘ 0.06 ; .

@ o [
0.05 | 10.05 f 1005t
0.04 | 10.04 f 1 0.04
0.03 | 1003} 1 0.03
0.02 | 1002 10.02t
0.01 | 10.01f {001t

0 : : : 0 : : ] 0 : : :

0 0.25 0.5 0.75 dy 1 0 0.25 0.5 0.75 dy 1 0 0.25 0.5 0.75 dy 1

Fic. 1. Maximum total concentrations ¢* for which hyperbolicity of the BW model is
ensured (a) for the coefficients (3.13) (with 83 = 0), (b) for Gy = —=3.5, 81 = —1.1, B2 =
—1.02 (according to (3.12) for large Péclet numbers) and B3 = 0, and (c) for Gy = —3.42,
B1 = —1.96, B2 = —1.21 (according to (3.12) for small Péclet numbers) and 35 = 0.

The advantage of introducing the parameter 6 becomes apparent now, and is related to the fact that the
BW model is valid for dilute suspensions only. Suppose that we choose an admissible value of 6, then (4.15)
can hold either for a dilute suspension, i.e. ¢ is small, but for a large range of coefficients 3, or we consider
relatively small (in absolute value) coefficients 3 and obtain a hyperbolicity (stability) result valid up to
relatively large concentrations. Our analysis also shows that for N = 2, we additionally have S3; = 0 and
the terms in which we divide by 62 are zero.

To illustrate the predictions of Theorem 4.1, let us first consider the coefficients 8 (with 33 = 0) given
by (3.13). Since M(0, 3) is a strictly decreasing function of 6, it is sufficient to solve M (6,3) = 0 for 6 to
conclude that in this case, M(6,3) < 0 for § > O, ~ 2.259847, i.e., the set of admissible values of 6 is
(Omin, 00). In this case the hyperbolicity of the BW model is ensured for those vectors ® that satisfy (4.15)
with a strict inequality and 6 = 6,;,. The sharp evaluation of this inequality requires specifying ds, ..., dn.
However, if we only wish to determine the largest value ¢* of the total concentration ¢ up to which we can
guarantee hyperbolicity, then we can rewrite the left-hand side of (4.15) as o1¢1 + -+ + ondn, where we
define o := -3y — Bldjdx,l - ﬁgd?d;vz. Then the sought concentration ¢* solves the problem “minimize ¢
subject to o1y + -+ ondN = (1 4 Omin) ~17. Expressing ¢; in terms of ¢o, ..., ¢x and ¢, we can rewrite
this equation as

¢=(1—o07'02)ps+ -+ (L= oy on)n + o7 (14 Omin)
Since 01 > 09 > .-+ > oy, the coefficients of ¢o,...,¢x on the right-hand side are all positive, and the
minimum ¢* of ¢ is attained for ¢o = --- = ¢y = 0. Its value is ¢* = ofl(l + Omin) !, Figure 1 (a) shows
a plot of ¢* as a function of dy for this case.

Finally, for the purpose of illustration, let us consider the coefficients 3 given (3.12) for large or small Péclet
numbers, but where we replace the respective values of 83 by zero. In these cases, we obtain the respective
values Opnin = 2.252800 and O, ~ 2.135459, and we show in Figures 1 (b) and (c) the corresponding plots
of ¢* as a function of dy.

4.4. The Hofler and Schwarzer (HS) model. Let us now analyze the HS model based on the velocity
equation (3.15). This model is the sub-case of (4.7) for p(z) = expz and n > 0 arbitrary. For this model,
7; = n; causes considerable simplification, and the quantities 7; given by (4.10) can be expressed as

Y = ¢i(1 — @)"n; (S1,i + S2,i + S3.4) (4.25)
where in terms of 7; := exp(s] ®) we define for the HS model

S = d2(Bo + B+ B2),
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S = —Z Py PR e { (s = )2 (Budid; + Ba(ds + d;)2) o+ Oy (ds = )P .

J#w
N S~ 2
% G ORI TR e
83,i = — o152 — — — —.
j; (diiw — dia)(d3 iy — diigs)

j<k,j k#i

Proceeding in a similar way as for the BW model, we now show that v; < 0 for all vectors ® € Dy, . , by
possibly introducing further structural assumptions on the coefficients 5y, 81, 82. The decisive difference is,
however, that the final result should be valid for the whole range of concentrations from the dilute to the
concentrated limit since the HS model is supposed to cover this range, in contrast to the BW model.

The following lemma will be used in slight variants in several instances.

Lemma 4.4. The following inequality holds for ¢ < j:

-1 2 s s
N 2 2 T 1 d; da Te
—_— (d; d E | = — — |]d D =—— E B d; o
d?ﬁi_d?ﬁj - < 5( §> : ) e(d? - dQ)[ 16 dids

Z

(4.26)

Proof. We first calculate for ¢ < j:

il 1 1
= <
dini —din;  dfexp((s{ —s])®) —dj ~ exp((s{ —s])®)(d] — d})

0<
T

exp((s;-r —s,)9) 2 1 1 T 1
NS M At S B (5 — o ) dle
a-e - \E\ag )t Ema

Now, since d; > d; for 7 < j, the argument of the exponential in the last expression is negative. Inequality
(4.26) is now a consequence of exp(—a) < e ta~! for a > 0. a

The expression (4.26) can be estimated further from above if we drop any of the three summands in the
expression in squared brackets. Moreover, we first note that also for this model, §; ; < 0. Then we analyze
the positive and negative parts of Sy ; and S3; separately, and show that we eventually obtain ~; < 0.

Lemma 4.5. Let us rewrite Sz ; as Sz = 82 ,+ 82 ;» Where S;rl and S, ; correspond to the summands of
8o, with j > ¢ and j < ¢, respectively. Then S i < O and the followmg mequahty holds:

S;,i < _?i(ﬁo + B2). (4.27)

Proof. Since exp(s} ®) > exp(s;-r@) for i < j and exp(s] ®) < exp(s T<I>) for ¢ > j, the factor multiplying
{...} in the summands of S;; is always positive, while {...} < 0. This confirms that S, < 0 (note that for
i =1, the sum is void, i.e. S, ; = 0). To estimate 82+1= note first that from Lemma 4.4 we may conclude that

S;_ﬁo Z (Brdid; + Po(di +d;)*)(di —d;)°0; o Z (di — d;)*did30,

e & —d; d2—d2 e “~ (d?—d?)(d; —d;)dT®
J=H (g2 — )[61 14T e + fy -2 chb] = (4= ) 3)dy
did; d?d;
Bod? & & (Bidid; + Bo(di + d;)°)65  d2By ZN3 dj ¢,
5 Budid(di + dj)di @ + Ba(d; + dj)°d; @ e | (di +dj)d]®

2 ZNZ (Brdid; + Bo(di +dj)*) 50 d2p, ZNZ d;9;
S (Budid; + B2(di + dj) )ZkN:i-Hdiﬁbk € o di o’

which implies (4.27). O
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Lemma 4.6. Assume that we rewrite Sz ; as Sz ; = =383, + S;rzl 8;12, where SJr and SJr are the sums
over all summands for which j >4, k >idiand k # j and i<t k<i and k # 7, respectlvely Then we have
85, <0, 8;11 >0 and 8;12 > 0. Furthermore, the following inequality holds:

dz B

Syil < - (4.28)
Finally, let us assume that the parameters 3 are related to the sizes d; via the condition
VI<j<i<N: Voe0 émaxl: Hi(4,8) <0, (4.29)
where we define the functions
Hij(¢,8) == —fo (Brdidj + Bo(d; + dj)?) — Bordid; — p(d; — d;)* Bo 1 Bo- (4.30)
Then
Sy +8472 <. (4.31)

Proof. The inequalities S3; <0, S; 1’-1 > 0 and S; 1’-2 > 0 area simple consequence of the fact that only those
summands of Sz ; are positive for which either ¢ < j and 4 < k or ¢ > j and ¢ > k, according to the ordering
dy >do > -+ > dn. To deal with

Shl— _ i 5 Ok 7Tk T 118051 B2
> Jik=i+1 (d%ﬁk - dfﬁz)(diﬁk - d?ﬁiY
i<k
note first that, based on formulas similar to (4.26), we get
N

B ZN: ¢j¢kﬁjﬁkﬁfjk505152 < _@ Z b dpdid;di(d; — d;)?(dj — dy)?*(dy, — d;)?
L (e — dEng)(d3iy — i) — e e (di 4 dy)(ds — dj)P(di + di ) (di — di)>dy @d] @

i<k J#k

<_ d250 Z ¢ ord;dy _dfﬁo
Pree LX ch1> e?
Ji#k

Next, we see that the term

.- o ~
§H2 . \ &j Ok T3, 0001 B2
3,t __Z (d2~ _d2~_ d2~__d2~_

g1 \QTk inl)( 5T inl)

i<k
cannot be estimated easily. However, we may “compensate” this term with S, ;, as expressed in (4.31). (To
ensure that our hyperbolicity result is also valid for N = 3, S;r 11 should be compensated by one of the terms
that have arisen earlier in our analysis.) Observe now that

S S+2 (b]n.]( J)2R 4
21+ 3,4 Z d2 d2~ i ( 32)

j=1 %' T Gl
where we define

Rij = =bo(Brdid; + o(di +4,)°) = Bordid; + Ry,

(di, — d;)*(dy, — dj)*7
Ry = ot 3 O A )(§2 D)
k=j+1 nk— i

(4.33)

Since d; < d; and d; < dj, in these summands, and the factor multiplying R,; in (4.32) is positive, we will
satisfy (4.31) by achieving that R;; < 0. Noting that for j < k <
(dy — d; )2(dk - dj)277k _ (dy — di)2(dk - dj)2 < (dy — dj)2(dk —di) < (d; — d‘)2
di i, — d;i; di, — d exp((s} —sp)®) ~ di + d; B
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(a) (©)

r T 1 r T
S| H(p,B,dy) >0 S| H(p,B,dy) >0

0.99 r 0.9

0.98 0.8

0-97 1 H($,B,dy) <0 0.7 1 H(,B,dx) <0
0.96 0.6

0.95 1L 1 1 0.9 1 1L 1 0.5 1L 1 1

0 0.005 dn 0.01 0 0.01 dn 0.02 0 0.05 0.1 0.15 dy 0.2

F1G. 2. Region of hyperbolicity (H (¢, 3,dn) < 0) for the HS model (a) for the coefficients
(3.13) (with 83 = 0), (b) for By = —3.5, 81 = —1.1, B = —1.02 (according to (3.12) for large
Péclet numbers) and 83 = 0, and (c) for By = —3.42, f; = —1.96, B2 = —1.21 (according to
(3.12) for small Péclet numbers) and 83 = 0.

we conclude that 7~€ij < —Boﬁlﬁz(dj — di)Q(ng;H +@jp2+ -+ @i—1). Thus, (4.31) holds if the parameters
3 are related to dy,...,dn by (4.29), where H;; := H;;(¢; 3) is defined in (4.30). O

Summarizing, and collecting the inequalities for the various terms, we see that if (4.29) is met then
Siit Soi+ S35 =81+ 85, +S5,+ 85, + S5 + 857 < S+ S+ 8 <diM(¢,8) <0, (4.34)
where we define the function
M(¢,B8) =1 —e"—e )G+ pi+(1—e )b (4.35)
Furthermore, for the discussion of models with a large number of species N, the criterion (4.29) with ﬁij
defined by (4.30) is inconvenient, since it requires inspection of a large number of size pairs d; and d;. Thus,

we propose a sufficient condition for (4.29) to be satisfied for all pairs j < i. To this end, we fix a pair i > j,
define ¢ := 6;; = d;/d;, and divide (4.30) by d3 to obtain

Hy = —50(515 + B2(1 +6)%) — (B216) — (1 — 8)%B01 2. (4.36)
Since d varies between dn and one, a sufficient condition for (4.29) to be satisfied is given by
Vo € [0, 0max] - H(e,8,dn) <0, (4.37)

where the following definition of H(¢,3,dy) is derived from the observation that the two terms in the first
line of (4.36) are non-positive, while the term in the second line is non-negative:

H(¢,B8,dn) = —Fo(Brdn + B2(1 + dn)?) — Bofrdn — ¢(1 — dn)? Bof1 s (4.38)

Theorem 4.2. Assume that the vector of parameters 3, the maximum solids concentration ¢max and the
width of the particle size distribution, characterized by the value of dy € (0,1], are chosen such that the
inequality (4.37) is satisfied, where the expression H(¢,3,dn) is defined by (4.38). Then ~; < 0 for i =
1,..., N, i.e., the model equations are strictly hyperbolic for ® € Dy .

For the coefficients B (with B3 = 0) given by (3.13) and n = 2, the curve H(¢,3,dy) = 0 is plotted in
Figure 2 (a) in a ¢ versus dy plot. It turns out that for dy > dj := 0.0078595 (this number is a solution of
H(1,B,dn) = 0), the HS model equations are strictly hyperbolic in Dy, without any restrictions on ¢max.
Note that for 0 < dy < d} smaller than that, condition (4.37) is violated only for values of ¢max very close
to one. In fact, Figure 2 (a) indicates that the HS model with the parameters (3.13) is strictly hyperbolic
for arbitrarily small values of dy if we set ¢max < 0.96. Given that d} is already a small number, we can
say that hyperbolicity holds for almost all cases of practical interest for this model.
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Fic. 3. Example 1 (MLB and HS models with N = 2): numerical solution at ¢ = 50s (top),
t = 300s (middle) and ¢ = 1000s (bottom). Here and in Figures 4 and 5, the left and middle
column correspond to the Roe and KT scheme, respectively, applied to the MLLB model and
the right column corresponds to the KT scheme applied to the HS model; the horizontal
axis in each plot denotes concentration, and the vertical axis denotes normalized depth.

As for the BW model, we also illustrate the result obtained for the coefficients B given (3.12) with
the respective values of 5 by zero. Figures 2 (b) and (c¢) show the corresponding regions of guaranteed
hyperbolicity for these cases.

Finally, we remark here that the value n = 2 in (3.15) was utilized in the examples of Figure 2, and that
very similar curves are obtained for alternative values 1 <n < 5.

5. NUMERICAL EXAMPLES

We apply the Roe scheme and KT schemes to the MLB and HS models to simulate batch settling of a
suspension with equal-density particles in a vessel of normalized depth one. We first briefly describe both
schemes, and refer to [32] and [31] for the Roe and KT scheme, respectively. We discretize the spatial domain
[0,1] into M cells of size Ax = 1/M. The time step is denoted by At, and we define z; := jAz and t,, := nAt.
Furthermore, we assume that A := At/Ax is fixed by an appropriate CFL condition.

5.1. The Roe and KT schemes. The conservative form of the Roe scheme for (1.1) is given by
<1>;_z+1 =0 — AN Fjp—Fjape) j=1,....M, n=0,1,2,..., (5.1)

J J
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Fic. 4. Example 2 (MLB and HS models, N = 4): numerical solution at ¢ = 50s (top row),
t = 200s (second row), t = 300s (third row) and ¢t = 1000s (bottom row) with Az = 0.0005.
where ®7 = (¢7 .,...,¢% )T and the numerical flux vector is defined as
J 1,30 P FN,j
Fore = [E(®0,) + £(@)] = S (@ lhfr + -+ anlAw] (5.2)
j+1/2—§[ (2741 j)]—§(a1 1ir1 anAvlry). :
Here, A1,..., Ay are the eigenvalues of the Jacobian J¢ evaluated at @7, , = %( 71+ %), which are

calculated by a root finder starting from the velocities v; ((I)?+1/2)’ ., un(®Y, p). The components of

a = (a1,...,ayn)T are defined by 7., —®F =air; + -+ anry, or equivalently, o = R P @?)
Here, ry,...,ry are the normalized right eigenvectors of jf(@?+1/2), which form the columns of R. The

characteristic information is given by the secular equation and (4.2) and (4.3) for the MLB model. For a
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1 1 2 3 4 5 6 7 8 9 10 11

#2[1073] 0.435 3.747 14.420 32.603 47.912 47.762 32.663 15.104 4.511 0.783 0.060
D;[107°m] 8769 8345 7.921 7.497 7.073 6.649 6.225 5801 5.377 4.953 4.529
d; 1.000 0.952 0.903 0.855 0.807 0.758 0.710 0.662 0.613 0.565 0.516

TABLE 1. Example 3 (MLB and HS models, N = 11): initial concentrations ¢?, real particle
sizes D;, and normalized particle sizes d;.

given CFL number CFL, we employ At = CFLAz/p, where p the biggest characteristic velocity, i.e.,
p= max —max |(®ji1/)]
In contrast to the just-described Roe scheme, the second-order central KT scheme [31] does not require
knowledge of the complete eigenstructure of the problem. However, this method does rely on the local speed
of wave propagation. The semi-discrete conservative form of KT scheme is

dd; 1
— = g Miv2 —Hjap2), (5.3)
with the numerical flux vector
1 4 _ Ajr1/2 4 _
Hjt1/2 = §[f(q)j+1/2) - f(q)jJrl/Qﬂ T T 9 (q)jJrl/Q - (I)j+1/2)'
The extrapolated values <I>;.t+1/2 are <I>;r+1 5 = ®jp1 — (Az/2)(P,) 41 and Q=9+ (Az/2)(®;);, where

a;y1/2 is the maximal local speed, which we take as

j+1/2 = max{p(jf(q);rﬂ/z))vp(jf(®;+1/2))}v
where p(J¢(+)) denotes the spectral radius of the matrix J¢(-). The approximate spatial derivative of ®(z,t)
is computed using a #-minmod limiter for each component of ®. In our implementations, we use § = 1.3.
For time discretization we use the optimal third-order TVD Runge-Kutta methods (see e.g. [44]) with
with CFL = 0.5. Then we take At = CFLAz/S[ ., where S . denotes the biggest local propagation
speed throughout the domain at time ¢,,. For both the Roe and KT schemes we utilize zero-flux boundary
conditions, i.e. fl,—g = fz= = 0, which in the numerical approach corresponds to take numerical fluxes equal

to zero at both ends of the spatial domain.

5.2. Numerical examples. The numerical experiments are similar to those of [17]; Examples 1, 2 and 3
correspond to the cases N = 2, N = 4 and N = 11, respectively. All examples are based on the physical
parameters g = 9.81m/s?, s = 0.02416 Pas, g = 1208kg/m?3, o1 = -+ = on = 05 = 2790kg/m? that
correspond to a standard published experiment [41]. The function V(¢) in the MLB model has the expo-
nent n = 4.7, except for NV = 11 in which case we choose n = 4.65, while the parameters [, ..., 33 for the
HS models are those given by (3.13) (with 83 = 0).

In Example 1, the original depth of the vessel is L = 0.3m; this is also true for N = 4, and the
unnormalized particle diameters are D; = 4.96 x 10™*m and Dy = 1.25 x 10~%m, corresponding to d; = 1
and dy = Dy/D; = 0.25202. The maximum total concentration is ¢max = 0.68, along with the initial
concentrations ®° = (¢, ¢9) = (0.2,0.05)T. For Example 2, we choose d; = 1, d2 = 0.8, d3 = 0.6 and
dy = 0.4, ¢max = 0.6, and ¢Y = 0.05 for i = 1,...,4. Finally, in Example 3 for N = 11, which is based
on experimental data from [43], we consider L = 0.935m and ¢max = 0.641. The initial concentrations ¢?,
diameters D; and normalized diameters d; = D;/D; are given in Table 1.

6. CONCLUSIONS

Our analysis illustrates the use of the secular equation as a tool for the hyperbolicity analysis for polydis-
perse sedimentation models, and leads to estimates of hyperbolicity regions that qualitatively agree with the
ranges of validity of the MLB, BW and HS models; recall that the BW model is valid for dilute suspensions
only, which is consistent with the limitations visible in Figure 1. For the BW and HS models, only the sign
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Fi1c. 5. Example 3 (MLB and HS models, N = 11): numerical solution at ¢ = 600s (top)
and t = 1000 s (bottom) with Az = 0.0005.

of the coefficients Jy, ..., B3, but not the values enter our analysis; results will only change quantitatively for
other sets of parameters. In addition, a similar analysis could be advanced for the case that 33 is a small,
but positive parameter. Previous works [23, 24, 52] already illustrated applications of the secular equation
[1] for perturbations of diagonal matrices of ranks m = 1 and m = 2 (for the multi-class Lighthill-Whitham-
Richards traffic and the MLB sedimentation model, respectively), but it is here for the first time (to our
knowledge) that this result is led to practical use for m = 3.

Clearly, our analysis is subject to limitations in terms of the accuracy of the estimates of the hyperbolicity
region. Theorems 4.1 and 4.2 state in which regions hyperbolicity is ensured, that is, where we can guarantee
that «; - v; > 0. However, this property is a sufficient, but not a necessary condition to ensure hyperbolicty;
the models may well be hyperbolic in other sub-regions of parameter space, but with ~; - v; < 0 for some
choices of 7 and j. While this is an intrinsic limitation of the secular equation, our analysis of the HS model
shows that slightly larger hyperbolicity regions may be obtained for a given set of particle sizes dy,...,dy
if the functions H;; given by (4.36) (rather than the single function H(¢,3,dy)) are evaluated. Also, in
realistic models the phase space is not simply limited by a hyperplane ¢ = ¢nax, but by a so-called dense
packing manifold, which is a curved surface in D;.

Despite these limitations, the present calculus can be extended in several possible ways. First of all, we
selected the MLB, BW and HS models because the computations are slightly different in each of these cases.
In particular, our interest in the HS model is motivated by a result from [14] stating that the HS model is,
unlike the DG model, hyperbolic for N = 2 without further restrictions. More advanced models that should
be analyzed include the models presented in [28, 36, 42]. The model by Patwardhan and Tien [36] generalizes
the MLB model, and utilizes a more involved for v;. The models in [28] are further modifications of the BW
model, they consider S;; to be a rational (rather than polynomial) function of d;/d;. Finally, the difficulty
associated with the model by Selim et al. [42], which is otherwise similar to the MLB model, consists in the
postulated dependence of v; on partial sums like ¢1 + - -+ + ¢;—_1; it is unclear at the moment whether this
model can be transformed so that (1.2) is satisfied.

Let us also mention that although we focus here on spatially one-dimensional models, the present hy-
perbolicity calculus remains valid for the two- or three-dimensional version of (1.1). In fact, in that case



ANALYSIS OF POLYDISPERSE SEDIMENTATION MODELS 21

the model equation (1.1) is replaced by di¢; + V - (q¢; + fi(P)k) = 0 for ¢ = 1,..., N, where q is the
volume-averaged mixture flow velocity (for which additional equations, e.g. a version of the Navier-Stokes
equations have to be solved), and k is the downwards-pointing unit vector. This equation is hyperbolic if
and only if (1.1) with the same vector £(®) = (f1(®),..., fx(®))T is (see [11] for details).

Concerning the numerical examples, observe that in all examples the model parameters have been chosen
such that both the MLB and HS models are strictly hyperbolic on Dy, .. according to the analysis of
Section 4. Our results illustrate that for both the MLB and HS models, solutions for equal-density spheres
with a constant initial composition ®° typically evolve as follows: if ®° € D, i.e., ¢? >0fori=1,...,N,
then the bottommost zone will contain particles of all species, the next zone will contain species 2 to N (i.e.,
¢1 = 0), the next only species 3 to N (i.e., ¢1 = ¢2 = 0), and so on, until a zone is reached in which only
(the smallest) species N is present, followed by a zone void of particles (® = 0). The composition of each of
these zones corresponds to the situation addressed in Remark 2.2, i.e., strict hyperbolicity is ensured, and is
also obtained from a method of solution based on the construction of kinematic shocks that separate areas
of constant composition [27, 41].

Having said this, we mention that the construction of exact solutions to the system of conservation
laws (1.1) that satisfy an entropy condition is at least complicated since most choices of f(®) will lead to a
system of conservation laws that in the best case is provably strictly hyperbolic on Dy, .. (as a consequence
of our analysis), but whose characteristic fields in general neither linearly degenerate nor genuinely nonlinear,
which rules out, for example, the use of Lax’s shock admissibility criterion. A suitable shock admissibility
criterion is Liu’s entropy condition (see e.g. [20] for details on these criteria). The construction of solutions
that satisfy this condition has been undertaken so far only for N = 2 [9].

Moreover, we have chosen our numerical simulations fairly simple schemes, which nevertheless utilize
characteristic information that we do now have access to thanks to the secular equation. However, the
true strength of the availability of characteristic information lies in the possibility to utilize high-resolution
“spectral” schemes, such as the one introduced in [24] for the multiclass LWR traffic model. In terms of
resolution these schemes are a potential serious alternative to component-wise discretizations such as WENO
[51] or WENO-multiresolution [17] schemes, which are the standard at present since the effort needed to
obtain this information has hitherto been considered excessive. We will come back to spectral schemes for
the present models in a forthcoming paper.
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