A WELL-BALANCED AND ENTROPY STABLE SCHEME FOR A REDUCED BLOOD FLOW MODEL
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Abstract. A well-known reduced model of the flow of blood in arteries can be formulated as a strictly hyperbolic system of two scalar balance law in one space dimension where the unknowns are the cross-sectional area of the artery and the average blood flow velocity as functions of the axial coordinate and time. This system is endowed with an entropy pair such that solutions of the balance equations satisfy an entropy inequality in the distributional sense. It is demonstrated that this property can be utilized to construct an entropy stable finite difference scheme for the blood flow model based on the general framework by Tadmor [E. Tadmor, The numerical viscosity of entropy stable schemes for systems of conservation laws, I, Math. Comput., 49 (1987) pp. 91–103]. Furthermore, a fourth-order extension of the resulting entropy conservative flux and a fourth-order sign-preserving reconstruction of the scaled entropy variables are employed as well as a second-order strong stability preserving Runge-Kutta method for time discretization. The result is computationally inexpensive and easy-to-implement explicit entropy stable scheme for the blood low model. It is proven that the scheme is well-balanced (i.e., preserves certain steady solutions of the model) and numerical examples are presented.

1. Introduction

1.1. Scope. The flow of blood in axisymmetric vessels with compliant walls and flat velocity profile can be described by the following one-dimensional (1D) reduced model (see [1]):

$$\partial_t A + \partial_x (A U) = 0, \quad \partial_t U + U \partial_x U = \frac{1}{\rho} \partial_x P + \frac{F}{\rho A}. \quad (1.1)$$

Here $x$ is the axial coordinate along the vessel (artery), $A(x, t) = \pi(R(x, t))^2$ is the cross-sectional area where $R(x, t)$ is the local, time-dependent radius of the vessel, $U(x, t)$ is the mean blood velocity in the axial direction, $\rho$ is the blood density, assumed to be constant for blood which is essentially incompressible, $P = P(A)$ is the internal pressure and $F(x, t)$ is the friction force per unit length. The present work is restricted to the inviscid limit where $F = 0$ [2]. The system (1.1) is closed by a relationship of the form (see [3]) $P = P_{\text{ext}} + \beta(A^{1/2} - A_0^{1/2})$, where $P_{\text{ext}}$ stands for the external pressure (assumed to be constant), the coefficient $\beta$, which is supposedly constant as well, accounts for the material properties of the elastic vessel, and $A_0 = A_0(x)$ is the vessel...
The cross-sectional area at rest, which may be variable in the case of aneurism, stenosis or taper. In light of the previous discussion we may rewrite (1.1) in the form

$$\partial_t A + \partial_x (AU) = 0,$$

$$\partial_t U + \partial_x \left( \frac{U^2}{2} + \frac{\beta}{\rho} A^{1/2} \right) = \frac{\beta}{\rho} \partial_x A_0^{1/2}. \quad (1.2)$$

The system (1.2) is known as the \((A,U)\)-system. The velocity \(U\) is not a conservative quantity, in contrast to \(Q = AU\) within the so-called \((A,Q)\)-system [4]. For continuous solutions, the two formulations are equivalent. We will only discuss the \((A,U)\)-system which has a simpler structure.

The system (1.2) can be written as a system of balance laws

$$\partial_t w + \partial_x f(w) = S(x), \quad (1.3)$$

where

\[
\begin{align*}
w &= \begin{pmatrix} A \\ U \end{pmatrix}, & f(w) &= \begin{pmatrix} AU \\ \frac{U^2}{2} + \frac{\beta}{\rho} A^{1/2} \end{pmatrix}, & S(x) &= \begin{pmatrix} 0 \\ \frac{\beta}{\rho} \partial_x A_0^{1/2} \end{pmatrix}.
\end{align*}
\]

The quasilinear form is

$$\partial_t w + H(w)\partial_x w = S(x),$$

where

\[
H(w) = \begin{pmatrix} U & A \\ c^2/A & U \end{pmatrix}, & c := \left( \frac{\beta A^{1/2}}{2\rho} \right)^{1/2},
\]

is the Jacobian of \(f\), where \(c = c(A)\) is the well-known Moens-Korteweg wave speed.

For \(A > 0\), which is a necessary condition to have a physically relevant solution, the matrix \(H\) has two real and distinct eigenvalues \(\lambda_1 = U - c\) and \(\lambda_2 = U + c\). Consequently, the system (1.2) is strictly hyperbolic. The associated right eigenvectors are given by

\[
r_1^T = (-1, c/A) \quad \text{and} \quad r_2^T = (1, c/A). \quad (1.4)
\]

The system (1.2) admits the following steady-state solution, known as the \((non-zero pressure)\) man-at-eternal-rest steady state or \(dead-man\ equilibrium\) [4] (by analogy to the \(lake\ at\ rest\) in the shallow water equations):

\[
U = 0 \quad \text{and} \quad A^{1/2} - A_0^{1/2} = C = \text{constant}. \quad (1.5)
\]

In particular, the \((zero pressure)\) man-at-eternal-rest steady state is given by (1.5) with \(C = 0\).

Let us also recall that a convex scalar function \(\eta = \eta(w) \in C^1\) is an entropy for the system of conservation laws

$$\partial_t w + \partial_x f(w) = 0, \quad (1.6)$$

if there exists an associated entropy flux \(G = G(w)\) that satisfies

\[
\nabla G(w) = v^T H(w), \quad (1.7)
\]

where \(v = \nabla \eta(w)\) is the vector of entropy variables. If a function \(G\) satisfying (1.7) exists then \((\eta, G)\) is called an entropy pair for the conservation law (1.6). We will also use the entropy potential

\[
\psi(w) := \langle v, f(w) \rangle - G(w). \quad (1.8)
\]

This function plays an important role in the construction of entropy conservative fluxes.

A system of conservation laws (1.6) endowed with an entropy pair satisfies the additional conservation law

$$\partial_t \eta(w) + \partial_x G(w) = 0 \quad (1.9)$$

for smooth solutions. However, it is well known that solutions of (1.6) develop discontinuities, therefore the entropy equation (1.9) transforms into the entropy inequality \(\partial_t \eta(w) + \partial_x G(w) \leq 0\).
in the sense of distributions. This entropy condition singles out a unique solution and it is useful to obtain energy inequalities.

For the inviscid \((A, U)\) system (1.2), Formaggia et al. [5] derived the entropy pair

\[
\eta = \frac{1}{2} AU^2 + \frac{2\beta A^{3/2}}{3\rho}, \quad G = \frac{1}{2} AU^3 + \frac{\beta UA^{3/2}}{\rho},
\]

with the corresponding entropy variables

\[
v(w) = \left( \frac{U^2}{2} + \frac{\beta}{\rho} A^{1/2}, AU \right)^T
\]

and the entropy potential

\[
\psi(w) = \frac{AU^3}{2} + \frac{\beta UA^{3/2}}{\rho}.
\]

The entropy pair (1.10) can be extended to a new entropy pair \((\hat{\eta}, \hat{G})\) (see [6]) to take into account the term \(S(x)\):

\[
\hat{\eta} = \frac{1}{2} AU^2 + \frac{2\beta A^{3/2}}{3\rho} - \frac{\beta A_0^{1/2}}{\rho} A, \quad \hat{G} = \frac{1}{2} AU^3 + \frac{\beta UA^{3/2}}{\rho} - \frac{\beta A_0^{1/2}}{\rho} AU.
\]

Thus, the discontinuous solution \(w\) of the balanced law (1.3) satisfies the distributional entropy inequality

\[
\partial_t \hat{\eta}(x, w) + \partial_x \hat{G}(x, w) \leq 0.
\]

It is the purpose of this contribution to advance a numerical scheme for (1.1), supplied with suitable initial conditions, that in semi-discrete (i.e., discrete in space but continuous in time) form satisfies an analogue of (1.14). Such entropy conservative (EC) schemes were introduced by Tadmor [7] for systems of conservation laws and play an essential role in the construction of entropy stable (ES) schemes, since a scheme that contains more numerical viscosity than an entropy conservative scheme is entropy stable [7, Th. 5.2]. Furthermore, a fourth-order extension of the resulting entropy conservative flux and a fourth-order sign-preserving reconstruction of the scaled entropy variables are employed as well as a second-order strong stability preserving Runge-Kutta method for time discretization. The result is computationally inexpensive and easy-to-implement explicit entropy stable scheme and well-balanced scheme for the blood flow model.

1.2. Related work. To put the present contribution into the proper perspective, we mention that numerical solutions of 1D blood flow models have gained considerable importance in recent years because they can be coupled with 3D models to obtain a considerable reduction of the computational complexity [5]. Furthermore, algebraic relationships between \(P\) and \(A\) alternative to our choice can be found in [8, 9]. Contributions to the numerical solution of the \((A, U)\)-system can be found in [1,4,10] using discontinuous Galerkin, Taylor-Galerkin and some kind of well-balanced property finite volume schemes. An unconditionally stable method based on characteristics variables was developed in [11]. In [12] a complete numerical comparison of six numerical schemes applied to the \((A, U)\)-system is developed. More recently, Wang et al. [13] advanced well-balanced finite difference weighted essentially non-oscillatory (WENO) schemes for the blood flow model in the \((A, Q)\) formulation, and Puelz et al. [14] presented a systematic comparison between \((A, U)\) and \((A, Q)\) systems using Runge-Kutta discontinuous Galerkin methods.

With respect expositions of entropy stable schemes for conservation laws we refer, besides the original works by Tadmor [7,15], to later developments including the combination with high-order diffusion operators [16], the construction of high-order entropy conservative fluxes [17], extensions
to non-conservative hyperbolic systems [18,19], discontinuous Galerkin schemes [20], and shallow water models [21,22]. We also refer to the handbook entry [23] and recent textbook chapter [24, Sect. 8.2.2]. Certain multi-species kinematic flow models (e.g., of vehicular traffic [25,26]) lead to first-order systems of conservation laws of arbitrary size that are endowed with an entropy pair and admit the construction of entropy stable schemes [27]. Such schemes can even be applied to certain systems of degenerate parabolic equations [28], although the class of diffusion coefficients compatible with the entropy variable framework is very narrow, as is elaborated in [29].

1.3. Outline of the paper. The remainder of this paper is organized as follows. Section 2 contains a brief summary of theory about entropy conservative schemes developed by Tadmor [7,15]. Then we utilize this general framework to construct an entropy conservative scheme for the inviscid \((A,U)\)-system. Section 3 will be devoted to prove that the proposed scheme is well-balanced and entropy conservative. To this end, we employ similar arguments to those set out in [21] to the case of shallow water equations. In Section 4 we follow the general procedure that is proposed in [16] to ensure entropy stability of the proposed scheme. Numerical experiments demonstrating the performance of the well-balanced and entropy stable scheme are presented in Section 5. Finally, some conclusions are drawn in Section 6.

2. Entropy conservative numerical schemes

A semi-discrete finite volume scheme for (1.6) on a uniform spatial mesh with nodes \(x_j = j\Delta x, \ j \in \mathbb{Z}\) is given by

\[
\frac{d}{dt} w_j(t) = -\frac{1}{\Delta x} (F_{j+1/2} - F_{j-1/2}), \ j \in \mathbb{Z},
\]

where \(w_j(t)\) is the cell average on \(I_j = [x_{j-1/2}, x_{j+1/2}]\) and \(F_{j+1/2} = F(w_{j-p+1}, \ldots, w_{j+p})\) is the numerical flux associated with \(x_{j+1/2}\). We assume that \(F_{j+1/2}\) is a Lipschitz continuous function and consistent with the differential flux in the standard sense, i.e. \(F(w,w,\ldots,w) = f(w)\).

The scheme (2.1) is called entropy stable with respect to the entropy pair \((\eta,G)\) if it satisfies a discrete entropy inequality

\[
\frac{d}{dt}\eta(w_j(t)) + \frac{1}{\Delta x} \left( \tilde{G}_{j+1/2} - \tilde{G}_{j-1/2} \right) \leq 0
\]

for some numerical entropy flux \(\tilde{G}_{j+1/2}\) consistent with the entropy flux \(G\). If equality holds in (2.2), then the scheme (2.1) is called entropy conservative.

Let us recall a basic result to design entropy preserving numerical fluxes. In the sequel, we use the following the notation

\[
[a]_{j+1/2} := a_{j+1} - a_j, \quad \sigma_{j+1/2} := \frac{1}{2}(a_{j+1} + a_j),
\]

where \([a]_{j+1/2}\) represents the jump of \(a\) across the interface at \(x_{j+1/2}\)

**Theorem 1** (cf. Tadmor [7]). Assume that the one-dimensional system of conservation laws (1.6) is endowed with an entropy pair \((\eta,G)\). Suppose that \(\tilde{F}_{j+1/2}\) is a consistent numerical flux that satisfies

\[
\langle [v]_{j+1/2}, \tilde{F}_{j+1/2} \rangle = \langle \psi \rangle_{j+1/2}, \ j \in \mathbb{Z}.
\]

where \(\psi\) is defined by (1.8). Then the numerical scheme

\[
\frac{d}{dt} w_j(t) = \frac{-1}{\Delta x} (\tilde{F}_{j+1/2} - \tilde{F}_{j-1/2}), \ j \in \mathbb{Z},
\]
is second-order accurate and entropy conservative, and satisfies the discrete entropy identity
\[
\frac{d}{dt} \psi(w_j(t)) = - \frac{1}{\Delta x} (\tilde{G}_{j+1/2} - \tilde{G}_{j-1/2}), \quad j \in \mathbb{Z},
\]
with the numerical entropy flux
\[
\tilde{G}_{j+1/2} = \langle \tilde{v}_{j+1/2}, \tilde{F}_{j+1/2} \rangle - \tilde{v}_{j+1/2}. \quad (2.4)
\]
To construct an entropy conservative flux at the interface \(x_{j+1/2}\) for the \((A,U)\)-system the strategy proposed in [22] for the shallow water equations will be used. This strategy is called Explicit Energy Conservative (EEC) flux. Using the following identity between jumps and averages,
\[
[a b]_{j+1/2} = \bar{b}_{j+1/2} [a]_{j+1/2} + [b]_{j+1/2} \bar{a}_{j+1/2},
\]
we may express the jump of the entropy potential (1.12) across \(x_{j+1/2}\) as
\[
[\psi]_{j+1/2} = \left( \frac{1}{2} (U^2)_{j+1/2} + \frac{\beta}{\rho} (A^{1/2})_{j+1/2} \right) [AU]_{j+1/2}
\]
\[
+ \left( U_{j+1/2} [U]_{j+1/2} + \frac{\beta}{\rho} [A^{1/2}]_{j+1/2} \right) \overline{[AU]}_{j+1/2}.
\]
On the other hand, the vector-valued jump of entropy variables (1.11) can be written as
\[
[v]_{j+1/2} = \left( U_{j+1/2} [U]_{j+1/2} + \frac{\beta}{\rho} [A^{1/2}]_{j+1/2}, [AU]_{j+1/2} \right)^T.
\]
Writing the desired flux componentwise as
\[
\tilde{F}_{j+1/2} = (\tilde{F}_{1,j+1/2}, \tilde{F}_{2,j+1/2})^T
\]
(in this case), inserting the above two quantities \([\psi]_{j+1/2}\) and \([v]_{j+1/2}\) into (2.3) and then solving the resulting system, we get
\[
\tilde{F}_{1,j+1/2} = \overline{[AU]}_{j+1/2}, \quad \tilde{F}_{2,j+1/2} = \frac{1}{2} (U^2)_{j+1/2} + \frac{\beta}{\rho} (A^{1/2})_{j+1/2}.
\]
This flux is clearly consistent, very simple to code, and computationally inexpensive. However, the two-point entropy conservative fluxes obtained from (2.3) are only second-order accurate. As an improvement of this limitation, LeFloch et al. [17] proposed a procedure to construct \(2p\)-th order entropy conservative fluxes by linear combinations of two-point entropy conservative fluxes \(\tilde{F}\). For instance, the fourth-order entropy conservative flux corresponding to \(p = 2\) is given by
\[
\tilde{F}^4_{j+1/2} = \frac{4}{3} \tilde{F}(w_j, w_{j+1}) - \frac{1}{6} \left( \tilde{F}(w_{j-1}, w_{j+1}) + \tilde{F}(w_j, w_{j+2}) \right). \quad (2.6)
\]

3. A WELL-BALANCED ENTROPY STABLE SCHEME

The source term \(S(x)\) is discretized by the standard centered difference approximation
\[
S_j = \frac{\beta}{\rho} \frac{1}{12 \Delta x} \left( A_{0,j-2}^{1/2} - 8 A_{0,j-1}^{1/2} + 8 A_{0,j+1}^{1/2} - A_{0,j+2}^{1/2} \right), \quad (3.1)
\]
which is fourth-order accurate for smooth solutions. Here \(A_{0,j} = A_0(x_j)\). Then the finite volume entropy conservative scheme for (1.3) in its semi-discrete form is
\[
\frac{dw_j(t)}{dt} = -\frac{1}{\Delta x} (\tilde{F}^4_{j+1/2} - \tilde{F}^4_{j-1/2}) + S_j, \quad (3.2)
\]
where \( \tilde{F}_{j+1/2} \) is given by (2.6) and (2.5). The next result shows that the scheme (3.2) is entropy conservative and well-balanced. The proof is similar in spirit to that of Lemma 2.1 in [21].

**Lemma 1.** The scheme (3.2) satisfies the following properties:

(i) It is entropy conservative, i.e., satisfies the semi-discrete entropy equality

\[
\frac{d\tilde{\eta}}{dt} + \frac{1}{\Delta x} (\tilde{H}_{j+1/2} - \tilde{H}_{j-1/2}) = 0, \tag{3.3}
\]

where \( \tilde{\eta} \) is the extended entropy function given by (1.13) and the corresponding numerical entropy flux \( \tilde{H}_{j+1/2} \) is given by

\[
\tilde{H}_{j+1/2} = \tilde{G}^4_{j+1/2} + \frac{\beta}{12\rho} \left( A_{0,j}^{1/2} A_{j+2} U_{j+2} - A_{0,j}^{1/2} A_{j+1} U_{j+1} - A_{0,j+1}^{1/2} A_{j} U_{j} + A_{0,j+1}^{1/2} A_{j-1} U_{j-1} + A_{0,j}^{1/2} A_{j+1} U_{j+1} - A_{0,j+2}^{1/2} A_{j} U_{j} \right),
\]

where for \( \tilde{G}^4_{j+1/2} \) as given by (2.4), we define

\[
\tilde{G}^4_{j+1/2} = \frac{4}{3} \tilde{G}(w_j, w_{j+1}) - \frac{1}{6} (\tilde{G}(w_{j-1}, w_{j+1}) + \tilde{G}(w_j, w_{j+2})).
\]

(ii) It is well-balanced, that is, it preserves the discrete version of the man-at- eternal-rest (1.5), this means that given the initial data

\[
\begin{align*}
U_j &= 0 \quad \text{for all } j, \tag{3.4a} \\
A_j^{1/2} - A_{0,j}^{1/2} &= C \quad \text{for all } j \tag{3.4b}
\end{align*}
\]

with a constant \( C \), then the solution computed by the scheme satisfies \( dw_j/dt = 0 \) for all \( j \).

**Proof.** To prove the first part, we take the inner product of (3.2) with

\[
\tilde{\eta}_j = \nabla \tilde{\eta}(w_j) = v_j - (\beta A_{0,j}^{1/2} / \rho, 0)^T,
\]

which yields

\[
\frac{d\tilde{\eta}(w_j)}{dt} = -\frac{1}{\Delta x} \left( \langle v_j, \tilde{F}^4_{j+1/2} - \tilde{F}^4_{j-1/2} \rangle - \langle (\beta A_{0,j}^{1/2} / \rho, 0)^T, \tilde{F}^4_{j+1/2} - \tilde{F}^4_{j-1/2} \rangle \right) + \langle \tilde{\eta}_j, S_j \rangle.
\]

Then, (3.3) is obtained directly from the following equalities:

\[
\begin{align*}
\langle v_j, \tilde{F}^4_{j+1/2} - \tilde{F}^4_{j-1/2} \rangle &= \tilde{G}^4_{j+1/2} - \tilde{G}^4_{j-1/2}, \\
\langle (\beta A_{0,j}^{1/2} / \rho, 0)^T, \tilde{F}^4_{j+1/2} - \tilde{F}^4_{j-1/2} \rangle &= \frac{\beta}{12\rho} \left( -A_{0,j}^{1/2} A_{j+2} U_{j+2} + 8A_{0,j}^{1/2} A_{j+1} U_{j+1} - 8A_{0,j}^{1/2} A_{j-1} U_{j-1} + A_{0,j}^{1/2} A_{j-2} U_{j-2} \right),
\end{align*}
\]

and \( \langle \tilde{\eta}_j, S_j \rangle = \frac{\beta}{12\rho} \left( A_{0,j}^{1/2} A_{j} U_{j} - 8A_{0,j+1}^{1/2} A_{j+1} U_{j} + 8A_{0,j+2}^{1/2} A_{j} U_{j} - A_{0,j+2}^{1/2} A_{j} U_{j} \right) \).

To prove (ii), assume that the man-at-eternal-rest condition (3.4) is satisfied. Then

\[
\tilde{F}^4_{j+1/2} - \tilde{F}^4_{j-1/2} = \frac{\beta}{12\rho} \begin{pmatrix} 0 \\ A_{j-2}^{1/2} & -8A_{j-1}^{1/2} & 8A_{j}^{1/2} & -8A_{j+1}^{1/2} & A_{j+2}^{1/2} \end{pmatrix}
\]
Using this expression in (3.2), we get
\[
\frac{dw_j(t)}{dt} = -\frac{\beta}{12\rho \Delta x} \left( (A_{j-2}^{1/2} - A_{0,j-2}^{1/2})^2 - 8(A_{j-1}^{1/2} - A_{0,j-1}^{1/2})^2 + 8(A_{j+1}^{1/2} - A_{0,j+1}^{1/2})^2 - (A_{j+2}^{1/2} - A_{0,j+2}^{1/2})^2 \right) \\
= \begin{pmatrix} 0 \\ 0 \end{pmatrix}.
\]

The last equality is a consequence of (3.4b).

\[\square\]

4. Entropy stable scheme with high-order diffusion

The entropy conservative schemes discussed in Section 2 perform well approximating smooth solutions, but they lead to high-frequency oscillations in the vicinity of shocks. Therefore, it is necessary to add numerical diffusion to guarantee that entropy is dissipated. To this end, we follow the general procedure proposed by Fjordholm et al. [16] and define the numerical flux \( i \) as

\[F_{j+1/2} = \tilde{F}_{j+1/2} - \frac{1}{2} D_{j+1/2} \langle \langle v \rangle \rangle_{j+1/2},\]

where \( \tilde{F}_{j+1/2} \) is an entropy conservative flux, \( \langle \langle v \rangle \rangle_{j+1/2} := v_{j+1}(x_{j+1/2}) - v_j(x_{j+1}) \) is the difference in the reconstructed states for some reconstructed function \( v_j(x) \) that will be specified later, and \( D_{j+1/2} \) is a diffusion matrix of the form

\[D_{j+1/2} = R_{j+1/2} A_{j+1/2} R_{j+1/2}^T.\]

Here, \( R \) is the matrix of right eigenvectors of the flux Jacobian \( H(w) \) and \( A \) is the Roe-type diagonal matrix \( A = \text{diag}(|\lambda_1|, |\lambda_2|) \), where \( \lambda_1 \) and \( \lambda_2 \) are the eigenvalues of the flux Jacobian matrix \( H \) that is evaluated at the average state \( w_{j+1/2} := (w_j + w_{j+1})/2 \). The following result, which is a special case of a more general theorem due to Barth [31, Theorem 4] (see also [22, Lemma 4.3] for an analogous result applied to the shallow water equations), motivates us to choose the diffusion operator (4.2) as

\[D_{j+1/2} = \tilde{R}_{j+1/2} A_{j+1/2} \tilde{R}_{j+1/2}^T.\]

where \( \tilde{R} \) is a matrix of scaled right eigenvectors of \( H \) such that \( \tilde{R} \tilde{R}^T = w_v \), and the notation in (4.3) indicates that all matrices are evaluated at \( w_{j+1/2} \).

Lemma 2. Consider the model (1.3) along with the entropy function \( \eta(w) \) and entropy variables \( v \) given by (1.10) and (1.11), respectively. Let \( R = [\tilde{r}_1 \ \tilde{r}_2] \) be the matrix of the following scaled right eigenvectors of \( H \):

\[\tilde{r}_1 = \left( \frac{A}{2c(c-U)} \right)^{1/2} r_1 \quad \text{and} \quad \tilde{r}_2 = \left( \frac{A}{2c(c+U)} \right)^{1/2} r_2,\]

where \( r_1 \) and \( r_2 \) are given by (1.4). Then \( \tilde{R} \tilde{R}^T = w_v \), where

\[w_v = \frac{1}{c_0^2 - U^2} \begin{bmatrix} A & -U \\ -U & c_0^2/A \end{bmatrix}\]

is the symmetric positive definite change-of-variables matrix.

Proof. The result can be obtained directly by insertion. \[\square\]
Accordingly, we take \( \tilde{R}_{j+1/2} \) as the matrix of scaled right eigenvectors of \( H(w_{j+1/2}) \). For simplicity of notation, we will drop the tilde notation and we use the same letter \( R \) for denoting the matrix of scaled eigenvectors.

In order to maintain entropy stability of the scheme with numerical flux (4.1), entropy variables are reconstructed by using the scaled entropy variables

\[
z_j^\pm := R_{j+1/2}^T v_j, \quad \tilde{z}_j^\pm := R_{j+1/2}^T \tilde{v}_j^\pm.
\]

Given the interface values of each component \( z = z^l, l = 1, 2 \), of the scaled entropy variables \( z \) for a fixed grid cell \( I_j \), we define the point value \( \mu_j^l := z_j^- \), and inductively

\[
\mu_{s+1}^j := \mu_s^j + \delta_{s+1/2}, \quad s = j, j + 1, \ldots; \quad \mu_{s-1}^j := \mu_s^j - \delta_{s+1/2}, \quad s = j, j - 1, \ldots,
\]

where \( \delta_{s+1/2} = \langle \langle z \rangle \rangle_{s+1/2} \). Similarly, we define \( \nu_j^l := z_j^+ \) and

\[
\nu_{s+1}^j := \nu_s^j + \delta_{s+1/2}, \quad s = j, j + 1, \ldots; \quad \nu_{s-1}^j := \nu_s^j - \delta_{s+1/2}, \quad s = j, j - 1, \ldots.
\]

Let \( Y_s^j(x) := R_s(\{\mu_j^k\}_{k \in \mathbb{Z}}) \) and \( \Psi_s^j(x) := R_s(\{\nu_j^k\}_{k \in \mathbb{Z}}) \) be the reconstructions of \( \mu^j \) and \( \nu^j \) in cell \( I_s \). Then the left and right reconstructed values are

\[
\tilde{z}_j^- := Y_j^j(x_{j-1/2}) \quad \text{and} \quad \tilde{z}_j^+ := Y_j^j(x_{j+1/2}).
\]

Since \( v_j^\pm = (R_{j+1/2}^T)^{-1} z_j^\pm \), the diffusion term \( D_j+1/2 \langle \langle v \rangle \rangle_{j+1/2} \) can be expressed as

\[
D_j+1/2 \langle \langle v \rangle \rangle_{j+1/2} = R_{j+1/2} A_{j+1/2} R_{j+1/2}^T (R_{j+1/2}^T)^{-1} \langle \langle \tilde{z} \rangle \rangle_{j+1/2} = R_{j+1/2} A_{j+1/2} \langle \langle \tilde{z} \rangle \rangle_{j+1/2}.
\]

Then, it is not necessary to compute \( (R_{j+1/2}^T)^{-1} \) to recover the entropy variables from the scaled entropy variables. As reconstruction procedure, we will use the fourth-order ENO.

Now, the diffusion term \( \frac{1}{2} D_j+1/2 \langle \langle v \rangle \rangle_{j+1/2} \) in (4.1), specified by (4.4), is modified by replacing the entropy variables \( v \) given by (1.11) by

\[
\dot{v} = \left( \frac{U^2}{2} + \frac{\beta}{\rho} A^{1/2} - \frac{\beta}{\rho} A_{\theta}^{1/2}, A^2 \right)^T.
\]

To shorten notation, we continue to write \( F \) for the flux obtained in this way. The resulting entropy stable scheme reads

\[
\frac{d w_j(t)}{dt} = -\frac{1}{\Delta x} \left( F_{j+1/2} - F_{j-1/2} \right) + \frac{\beta}{12 \rho \Delta x} \begin{pmatrix} 0 \\ A_{0,j-2}^{1/2} - 8A_{0,j-1}^{1/2} + 8A_{0,j+1}^{1/2} - A_{0,j+2}^{1/2} \end{pmatrix},
\]

where

\[
F_{j+1/2} = \tilde{F}_{j+1/2} - \frac{1}{2} D_{j+1/2} \langle \langle \tilde{v} \rangle \rangle_{j+1/2}.
\]

This entropy stable scheme, based on a combination of fourth-order entropy conservative flux and fourth-order dissipation operators obtained by using a sign-preserving reconstruction of the scaled entropy variables, is termed as TeCNO4 scheme (see [16]).

Observe that when the data satisfies (3.4), we have \( \langle \langle \tilde{v} \rangle \rangle_{j+1/2} = 0 \) for all \( j \). Thus, the diffusion term in (4.6) vanishes, and we follow the same argument as in the proof of Theorem 1 (ii) to conclude that \( d w_j / dt = 0 \) for all \( j \). Therefore, the discrete man-at-eternal rest state is preserved.

For second-order accurate integration in time, the explicit second-order strong stability preserving Runge-Kutta method SSPRK will be used [32]. This method is given by the steps

\[
w^{(1)} = w^n + \Delta t L(w^n), \quad w^{(2)} = w^{(1)} + \Delta t L(w^{(1)}), \quad w^{n+1} = \frac{1}{2} (w^n + w^{(2)}),
\]
5. Numerical Experiments

We choose several numerical test problems mainly from References [4, 33]. The purpose is to exhibit the performance of the proposed scheme, in particular for testing the well-balanced property. In all numerical experiments, transmissive boundary conditions are imposed. For a deeper discussion of boundary conditions for the blow flow model under study we refer to [10]. The blood density is taken as $\rho = 1060 \text{ kg/m}^3$.

5.1. Example 1: the ideal tourniquet. This example is an analogue of the dam break problem in shallow water equations. A tourniquet is applied and we remove it immediately. When tourniquet is removed, the blood flows from upstream to downstream in the vessel. The initial conditions are

$$A(x, 0) = \begin{cases} \pi R_L^2 & \text{for } x \leq 0, \\ \pi R_R^2 & \text{for } x > 0 \end{cases} \quad \text{and} \quad U(x, 0) = 0,$$

with $R_L = 5 \times 10^{-3} \text{ m}$ and $R_R = 4 \times 10^{-3} \text{ m}$. The computational domain is $[-0.04, 0.04]$ (in meters), we choose $\beta = \pi^{-1} \times 10^7 \text{ Pa/m}$, and the radius at rest of the artery is taken as constant. The solution profiles consist in a left-moving rarefaction wave and right-moving shock wave, as shown in Figure 1. Numerical solutions are computed on a mesh with 200 cells at simulated time $t = 0.005 \text{ s}$. It can be observed that the results of our well-balanced and entropy stable scheme (denoted by WB-TeCNO4) fit well with the exact ones and keep steep discontinuity transitions at the same time.

Since the solution in this example develops discontinuities, we verify that the method is indeed entropy stable by displaying in Figure 2 the relative change in total entropy for $t = t_n = n\Delta t$

$$\frac{\mathcal{E}(t_n) - \mathcal{E}(0)}{\mathcal{E}(0)}, \quad \text{where} \quad \mathcal{E}(t_n) := \Delta x \sum_{j=1}^{M} \eta(w_j(t_n)). \quad (5.1)$$
Figure 2. Example 1 (ideal tourniquet): relative change in total entropy of numerical solutions on three different mesh sizes.

Figure 3. Example 2 (zero-pressure steady state): numerical solutions of the zero pressure man-at-eternal-rest problem on a mesh with 200 cells at simulated time $t = 5\, \text{s}$. Area and area at rest (left) and velocity (right).

5.2. Example 2: a zero-pressure man-at-eternal-rest steady state. The purpose of this test problem is to check that the proposed scheme preserves the zero pressure man-at-eternal-rest steady state (1.5) with $C = 0$. The configuration exhibits with no flow and includes a change in the section of the artery. This is the case for a dead man with an aneurism. The initial conditions
Figure 4. Example 3 (non-zero-pressure steady state): numerical solutions of the non-zero pressure man-at-eternal-rest problem on a mesh with 200 cells at simulated time $t = 1$ s. Area minus area at rest (left) and velocity (right).

are $U(x, 0) = 0$ and $A(x, 0) = A_0(x) = \pi R_0^2(x)$, where

$$R_0(x) = \begin{cases} 
\tilde{R} & \text{for } x \in [0, x_1] \cup [x_4, L], \\
\tilde{R} + \frac{\Delta R}{2} \left( \sin \left( \frac{x - x_1}{x_2 - x_1} \pi - \frac{\pi}{2} \right) + 1 \right) & \text{for } x \in (x_1, x_2), \\
\tilde{R} + \Delta R & \text{for } x \in [x_2, x_3], \\
\tilde{R} + \frac{\Delta R}{2} \left( \cos \left( \frac{x - x_3}{x_4 - x_3} \pi \right) + 1 \right) & \text{for } x \in (x_3, x_4)
\end{cases}$$

with $\tilde{R} = 4 \times 10^{-3}$ m, $\Delta R = 1.0 \times 10^{-3}$ m, $x_1 = 1.0 \times 10^{-2}$ m, $x_2 = 3.05 \times 10^{-2}$ m, $x_3 = 4.95 \times 10^{-2}$ m, $x_4 = 7.0 \times 10^{-2}$ m and $L = 0.14$ m. The computational domain is $[0, L]$ and $\beta = \pi^{-1} \times 10^8$ Pa/m. Figure 3 shows the area of the artery and the velocity on a mesh with 200 cells at simulated time $t = 5$ s.

5.3. Example 3: a non-zero-pressure man-at-eternal-rest steady state. This example (see [33]) corresponds to the case of a dead man with stenosis. The cross-sectional area at rest is $A_0(x) = \pi R_0^2(x)$, where

$$R_0(x) = \begin{cases} 
\tilde{R} + \Delta R & \text{for } x \in [0, x_1] \cup [x_4, L], \\
\tilde{R} - \frac{\Delta R}{2} \left( \sin \left( \frac{x - x_1}{x_2 - x_1} \pi - \frac{\pi}{2} \right) - 1 \right) & \text{for } x \in (x_1, x_2), \\
\tilde{R} & \text{for } x \in [x_2, x_3], \\
\tilde{R} - \frac{\Delta R}{2} \left( \cos \left( \frac{x - x_3}{x_4 - x_3} \pi \right) - 1 \right) & \text{for } x \in (x_3, x_4)
\end{cases}$$

with $\tilde{R} = 4 \times 10^{-3}$ m, $\Delta R = 1.0 \times 10^{-3}$ m, an artery of length $L = 0.14$ m, $x_1 = 9L/40$, $x_2 = L/4$, $x_3 = 3L/40$, $x_4 = 31L/40$. The initial conditions are

$$A(x, 0) = \left( C + \pi^{1/2} R_0(x) \right)^2, \quad U(x, 0) = 0,$$

where $C = 10^{-3}$ m. The solution is computed at $t = 1$ s with a mesh of 200 cells. It can be observed in Figure 4 that the proposed scheme is capable of preserving the non-constant area $A$. 
5.4. Example 4: wave equation. This example with constant cross-section at rest was proposed by Delestre and Lagrée [4]. It is chosen to show the capability of the proposed scheme to approximate the perturbed steady-state solutions. The cross section at rest is given by $A_0(x) = \pi R_0^2$ with $R_0 = 4 \times 10^{-3}$ m and the initial conditions are

$$A(x, 0) = \begin{cases} \pi R_0^2 & \text{for } x \in [0, x_2] \cup [x_3, L], \\ \pi R_0^2(1 + \varepsilon \sin(\pi(x - x_2)/x_1))^2 & \text{for } x \in [x_2, x_3] \end{cases}, \quad \text{and} \quad U(x, 0) = 0,$$
with $L = 0.16 \, \text{m}$, $x_1 = 0.2L$, $x_2 = 0.4L$, $x_3 = 0.6L$ and $\varepsilon = 5 \times 10^{-3}$. The computational domain is $[0, L]$ and $\beta = \pi^{-1} \times 10^8 \, \text{Pa/m}$. The exact solution (see [4]) can be expressed as

$$R(x, t) = R_0 + \frac{\varepsilon}{2} \left( \phi(x - c_0 t) + \phi(x + c_0 t) \right), \quad U(x, t) = -\varepsilon \frac{c_0}{R_0} \left(-\phi(x - c_0 t) + \phi(x + c_0 t)\right), \quad (5.2)$$

where $c_0 = c(A_0)$ and $\phi(x) = R_0 \sin(\pi (x - x_2)/x_1) \chi_{[x_2, x_3]}(x)$, where $\chi$ is the indicator function.

Figure 5 shows the numerical results at two different times, namely, $t = 0.002 \, \text{s}$ and $t = 0.006 \, \text{s}$ on a mesh with 200 cells. Comparison with the analytical exact solution given by (5.2) shows that small perturbations are well captured. We also include in Figures 6 and 7 enlarged views of numerical solutions of the wave equation by comparing the results produced by the WB-TeCNO4 scheme with those that are obtained from the entropy conservative flux (2.5) combined with a second-order total variation diminishing (TVD) reconstruction of the diffusion operator and the following second-order accurate discretization of the source term:

$$S_j = \frac{\beta}{\rho} \frac{1}{2\Delta x} \begin{pmatrix} 0 \\ A_{0,j-1}^{1/2} - A_{0,j-1}^{1/2} \end{pmatrix}.$$ 

This scheme is termed as WB-TVD2.

5.5. Example 5: propagation of a pulse to and from an expansion. This example models the reflection and the transmission of a small wave in an aneurysm when the cross section at rest
is not a constant [4]. The radius of the cross-section at rest is chosen as

\[
R_0(x) = \begin{cases} 
\tilde{R} + \Delta R & \text{for } x \in [0, x_1], \\
\tilde{R} + \frac{\Delta R}{2} \left( 1 + \cos \left( \frac{x - x_1}{x_2 - x_1} \pi \right) \right) & \text{for } x \in [x_1, x_2], \\
\tilde{R} & \text{otherwise}
\end{cases}
\]

with \( \tilde{R} = 4 \times 10^{-3} \text{ m}, \Delta R = 1.0 \times 10^{-3} \text{ m}, L = 0.16 \text{ m}, x_1 = 19L/40, \) and \( x_2 = L/2 \). Initially, we describe a pulse propagating toward an expansion. The initial conditions are a fluid at rest \( U(x, 0) = 0 \) and \( A(x, 0) = \pi [R(x, 0)]^2 \) with the perturbation of radius

\[
R(x, 0) = \begin{cases} 
R_0(x) (1 + \varepsilon \sin(5\pi(x - 0.65L)/L)) & \text{for } x \in [0.65L, 0.85L], \\
R_0(x) & \text{otherwise.}
\end{cases}
\]

Here, \( \varepsilon = 5 \times 10^{-3} \) (see first row of Figure 8). Now, we simulate a pulse propagation from an expansion. In this case, the perturbation is initiated in the region of the vessel with larger area. The perturbed radius now becomes

\[
R(x, 0) = \begin{cases} 
R_0(x) (1 + \varepsilon \sin(5\pi(x - 0.15L)/L)) & \text{for } x \in [0.15L, 0.35L], \\
R_0(x) & \text{otherwise}
\end{cases}
\]
Figure 8. Example 5 (propagation of a pulse): numerical solutions of the propagation of a pulse (first row) toward an expansion and (second row) from an expansion, in both cases on a mesh with 200 cells, showing (left) the errors $A-A_0$ and (right) the discharge at simulated time $t = 0.006$ s. The plots of discharge display the numerical solution values along with a reference solution (solid black line) corresponding to a reference solution with 4000 cells.

with the same value of $\varepsilon$. See the second row of Figure 8 for the numerical result.

6. Conclusions

In this paper, we have designed a very simple and computationally inexpensive well-balanced and entropy conservative finite volume scheme for a one-dimensional blood flow model which can preserve the man-at-eternal-rest steady state. Following [15, 16], numerical diffusion in terms of entropy variables was added to the entropy conservative scheme to obtain an entropy stable scheme. Some relevant numerical tests demonstrate that the proposed scheme preserves the steady state and gives good resolution for discontinuous solutions.

We comment here that satisfaction of the well-balanced property arises in a natural way from the design of the entropy conservative flux (2.6) in combination with the discretization of the source term (3.1). This approach provides an alternative to that of hydrostatic reconstruction (see, for example, [30]) that requires the computation of specific flux correction terms to achieve the well-balanced property. Furthermore, the diffusive correction introduced in Section 4 is zero whenever (3.4b) is in effect so the well-balanced property is not affected by the diffusive correction. In fact,
satisfaction of the well-balanced property of the present scheme should be related to the result by Wang et al. [13] who demonstrated that property (for the \((A, Q)\) model) for all linear schemes, i.e., schemes that are based on approximating all spatial derivatives by a linear finite difference operator. These authors then argue that the WENO property of their approach, in principle, creates a nonlinear scheme due to the presence of nonlinear smoothness indicators and corresponding weights, and deal with this limitation by modifying the WENO scheme by a particular discretization of the source term. We emphasize that within our approach, the construction of entropy conservative fluxes produces a linear scheme, but the construction of diffusive corrections by ENO reconstruction introduces nonlinearity.
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