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Abstract

In this paper, we analyse a linear transmission elliptic problem in a bounded domain,
applying the already known Hybrid High-Order (HHO) method. This approach gives ap-
proximation of unknowns in the interior volume of each element and on the faces of its
boundary, in the following sense: obtaining L2-projection on the space of polynomials of
total degree at most k on the mesh elements and faces. Thus, we obtain a non-conforming
discrete formulation, which is well posed, and after a condensation process, we can reduced
it to another scheme defined on the skeleton induced by the mesh. This allows us to obtain
a more compact system and reduce significantly the number of unknowns. We point out
that we need to introduce an auxiliary unknown in order to deal with the non homogeneous
transmission conditions, that will act as Lagrange multiplier. We prove that the method is
optimally convergent in the energy norm, as well as in the L2-norm for the potential and a
weighted L2-norm for the Lagrange multiplier, for smooth enough solutions. Finally, we
include some numerical experiments that validate our theoretical results, even in situations
not covered by the current analysis.

Keywords: Linear interior transmission elliptic problem, Polytopal Meshes, Hybrid High-
Order method, Gradient reconstruction operator, Potential reconstruction operator.

1 Introduction
Transmission problems appear in many areas of engineering and science. They can involve
multiple distinct materials or fluids with different densities, diffusions, conductivities, Youngs
modulus, or Poisson ratio. For example, they appear in the calculation of magnetic fields of elec-
tromagnetic devices [51, 52], in problems of fluid mechanics and subsonic flow [38, 39, 14],
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e-mail: jmunguial@uni.edu.pe

1



in incompressible multiphase flows [55], in models of electroporation [48] and electrohydrody-
namic [53], and many other fields.

There are two types of transmission problems, exterior and interior. The work developed
here corresponds to an interior one. In turn, interior transmission problems fit into interface
problems, which can be found in material properties [61], modeling solid mechanics problems
[59, 14], in fluid dynamics [37, 9], and many other important phenomena in science and engi-
neering.

On the other hand, the numerical solution of exterior problems usually combines the Fi-
nite Element (FE) method with the Boundary Element (BE) method (see, e.g. [7, 43, 15]).
FE method was proposed, for interface problems, in [59, 12, 22]. Also, it is possible to com-
bine local discontinuous Galerkin (LDG) method with BE method, which does not require any
continuity condition across the interelement boundaries, it is robust with respect to discontin-
uous coefficients, and it allows the use of different polynomial degrees in each element (see
[16, 17, 45, 18]).

Moreover, interface problems are divided into interface-fitted and unfitted mesh. The former
is built on body fitted mesh that does not allow the interface to cut across any of the elements in
the mesh, while the latter does not impose that restriction. There exists several methods, such as
immersed interface method [57, 46], fitted FE method [12], unfitted FE method [49], embedded
FE method [35], multiscale finite element methods [23], extended finite element (XFE) method
[5, 59], fitted HDG method [48], unfitted HDG method [64, 36], for example. Also, there are
works considering a curve as interface. We can refer to the classical FE methods [4, 8], and
HDG method [54, 63].
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Figure 1: An interface-fitted mesh (left), and an unfitted mesh (right).

Interface-fitted mesh is also known as body-fitted or interface conforming, i.e. the meshes
are tailored to fit the interface, (cf. left plot in Figure 1). Besides, the jump conditions across the
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interface can be easily incorporated into a standard FE formulation [12, 22]. There are sophis-
ticated use of approximate interface-fitted meshes [65] and the use of Virtual element methods
on an interface-fitted mesh [21].

However, interface-unfitted mesh is more used in time dependent problems, where the inter-
face moves with time or during iteration (free-boundary), and when the boundary or the internal
interface is curved. This is caused since generating a body fitted mesh of relatively high quality
is challenging and computationally costly, especially when complex and/or moving interfaces
are involved. In this sense, it may be advantageous to use the same mesh on the domain for
different, nearby, locations of the interface.

A well-known disadvantage for unfitted mesh approach, is the difficulty to capture the com-
plex geometry of the interface and to enforce jump conditions across the interface accurately.
The resulting linear system may not be always symmetric and its conditioning has a strong de-
pendence on how the interface cuts the mesh cells. Furthermore, a rigorous error analysis is
difficult to perform.

In this work, we consider an interface-fitted mesh, since we handle with a polygonal in-
terface. In transmission problems, in general, it is identified/recognized an internal domain, a
transmission or internal boundary, and an external (annular) domain. In the existing bibliogra-
phy only Dirichlet and mixed conditions on the external boundary are addressed. In this paper
we consider pure non-homogeneous Neumann condition on the exterior boundary. This work
is not addressed to non mathching transmision mesh, although it is possible to extend our study,
following the analysis in [50].

Now, we focus on the well known Hybrid High Order (HHO) method, introduced in [32, 31],
which has been applied to a great variety of problems, thanks to its ability to handle phys-
ical parameters. We can mention, for example, linear diffusion problems [32, 31], quasi-
incompressible linear elasticity [30], nonlinear elasticity problems in the small deformation
regime [11], nonlinear Leray–Lions problems [26, 27], Stokes problem [2], incompressible
Navier-Stokes equations [10], and finite deformations of hyperelastic materials [1], among other
problems.

Its design relies on discrete unknowns that are broken polynomials on the mesh and on its
skeleton, from which two key ingredients are devised:

(i) Local reconstructions, that are performed by solving small, parallel problems inside each
element, and conceived so that their composition with the natural interpolator of suffi-
ciently smooth functions yields a projector on local polynomial spaces (see Lemma 3.3).

(ii) Stabilisation terms that penalise residuals, and are defined at the element level, so they
ensure stability while preserving the approximation properties of the reconstruction.

These ingredients are combined to formulate local contributions, which are then assembled
as in standard Finite Element methods. We mention several advantageous features. Manage-
ment of polytopal meshes (with possibly hanging nodes), which is an actual topic that is con-
sidered to deal with cracks and other kinds of discontinuities induced by material defects [59].
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Support arbitrary approximation orders in any space dimension, and exhibits a reduced com-
putational cost, thanks to the compact stencil, along with the possibility to locally eliminate a
large portion of the unknowns (see Section 5 in [19]), is achieved. Then, we deal with a (linear)
system defined on the skeleton of the mesh.

In lowest-order version (k = 0), HHO method can be linked with the unified framework
Hybrid Mixed Mimetic (HMM) method [28]. In high-order, there is a link of HHO approach
with HDG method [24], a connection with High-Order mimetic (HOM) [58], and with the non-
conforming version of the Virtual Element (VE) method [3]. In addition, we find a description
of the relation between HHO and VE methods in [56], with an analysis that differs from the
standard VE method described in [62].

We point out that a transmission problem with curved interface, has been studied in [13],
applying an unfitted finite element method (introduced in [49]), with the philosophy of HHO
method. However, we point-wise that this paper does not include numerical experiments. In
this work, we applied the standard HHO method for a linear transmission problem with non ho-
mogeneous transmission conditions, extending the application of the HHO approach described
in [32]. We remark that the analysis here is quite different to the presented in [13], since we
introduce an auxiliary unknown living on the transmission interface, that acts as a Lagrange
multiplier. As result, we derive a discrete mixed HHO formulation.

The rest of this paper is organized as follows. In Section 2, we introduce the model problem
and discuss its well-posedness, at continuous level. In Section 3, we describe the main analysis
tools, the Degrees of Freedom (DOFs) in the context of HHO method, and the potential recon-
struction operator, with its key properties. In Section 4, we introduce the discrete problem and
study its stability. In Section 5, we perform the a priori error analysis, first in the energy-norm,
and then in the L2-norm under additional elliptic regularity assumptions. In Section 6, we dis-
cuss the aspects of the computational implementation. Finally, in Section 7, we present some
numerical experiments, which are in agreement with our theoretical results.

2 Continuous settings
In this paper, we will work with two disjoint domains. Let Ω1 be a bounded and simply con-
nected domain in Rd, d ∈ {2, 3}, with Lipschitz-continuous boundary Γ1 := ∂Ω1. Let Ω2 be
the annular region bounded by Γ1 and a second Lipschitz-continuous curve Γ2, that is strictly
contained in R2 − Ω̄1 (see Figure 2). For any connected subset X ⊂ Ω̄ with nonzero Lebesgue
measure, the inner product and norm of the Lebesgue space L2(X) are denoted by (·, ·)X and
|| · ||X , respectively.
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Figure 2: Geometry of the problem

Next, we consider the following transmission interior model problem: Find u1 : Ω1 → R and
u2 : Ω2 → R such that

−∆u1 = f1 in Ω1 , (1a)
−∆u2 = f2 in Ω2 , (1b)
u1 − u2 = g on Γ1 , (1c)

∇u1 · n1 +∇u2 · n2 = g1 on Γ1 , (1d)
∇u2 · n2 = g2 on Γ2 , (1e)∫

Ω1

u1 +

∫
Ω2

u2 = 0 , (1f)

where f1 ∈ L2(Ω1) and f2 ∈ L2(Ω2) are the forcing terms, g ∈ H1/2(Γ1) is the jump of traces
of solutions on Γ1, g1 ∈ H−1/2(Γ1) and g2 ∈ H−1/2(Γ2) are the jump of normal component
of fluxes on Γ1, and the normal component of u2 on Γ2. Here, n1 represents the unit outward
normal to the boundary of Ω1, while n2 denotes the unit outward normal to the boundary of Ω2

given by ∂Ω2 := Γ1 ∪ Γ2. Also we impose the following compatibility condition∫
Ω1

f1 +

∫
Ω2

f2 + 〈g1, 1〉Γ1
+ 〈g2, 1〉Γ2

= 0 , (2)

for the well-posedness of problem (1).
The starting point of the HHO method relies on finding a primal-mixed variational formu-

lation of (1). We consider the equations −∆ui = fi in Ωi, i ∈ {1, 2}, and after integrating by
parts, we deduce that

(∇u1,∇v1)Ω1 − 〈∇u1 · n1, γ
−
0 (v1)〉Γ1 = (f1, v1)Ω1 , (3)

(∇u2,∇v2)Ω2 − 〈∇u2 · n2, γ
+
0 (v2)〉Γ1 − 〈∇u2 · n2, γ

+
0 (v2)〉Γ2 = (f2, v2)Ω2 , (4)

for all (v1, v2) ∈ H1(Ω1) × H1(Ω2), where 〈·, ·〉Γ1 denotes the duality pairing of H−1/2(Γ1)
andH1/2(Γ1) with respect to the L2(Γ1)-inner product, and analogously for 〈·, ·〉Γ2 . In addition,
γ−0 : H1(Ω1)→ H1/2(∂Ω1) and γ+

0 : H1(Ω2)→ H1/2(∂Ω2) correspond to the trace operators
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on each subdomain. Then, using (1d), introducing the auxiliary unknown ξ := ∇u1 · n1 ∈
H−1/2(Γ1), and taking into account (1e), (3), and (4), we obtain

2∑
i=1

(∇ui,∇vi)Ωi − 〈g1, γ
+
0 (v2)〉Γ1 − 〈g2, γ

+
0 (v2)〉Γ2 − 〈ξ, γ−0 (v1)− γ+

0 (v2)〉Γ1 =
2∑
i=1

(fi, vi)Ωi .

(5)
Further, we can formulate the jump of the traces of u1 and u2 on Γ1, as

〈λ, γ−0 (u1)− γ+
0 (u2)〉Γ1 = 〈λ, g〉Γ1 ∀λ ∈ H−1/2(Γ1) . (6)

We now introduce the Hilbert space

U :=
{

(v1, v2) ∈ H1(Ω1)×H1(Ω2) : (v1, 1)Ω1 + (v2, 1)Ω2 = 0
}
, (7)

provided with the norm ||(v1, v2)||2U := ||v1||21,Ω1
+ ||v2||21,Ω2

andQ := H−1/2(Γ1), with its usual
norm || · ||−1/2,Γ1 . Then, the variational formulation reads as: Find ((u1, u2), ξ) ∈ U×Q such
that

a((u1, u2), (v1, v2)) + b((v1, v2), ξ) = F (v1, v2) ∀(v1, v2) ∈ U, (8a)
−b((u1, u2), λ) = G(λ) ∀λ ∈ Q. (8b)

where a : U×U→ R and b : U×Q→ R are bilinear forms defined as

a((w1, w2), (v1, v2)) := (∇w1,∇v1)Ω1 + (∇w2,∇v2)Ω2 ∀ (w1, w2) , (v1, v2) ∈ U×U ,

b((v1, v2), λ) := 〈λ, γ+
0 (v2)− γ−0 (v1)〉Γ1 ∀ ((v1, v2), λ) ∈ U×Q ,

while the linear functionals F : U→ R and G : Q→ R, are given by

F (v1, v2) := (f1, v1)Ω1 + (f2, v2)Ω2 + 〈g1, γ
+
0 (v2)〉Γ1 + 〈g2, γ

+
0 (v2)〉Γ2 ∀ , , (v1, v2) ∈ U ,

G(λ) := 〈λ, g〉Γ1 ∀λ ∈ Q .

Lemma 2.1 b is bounded.

Proof. First, we fix ((v1, v2), λ) ∈ U×Q. Then, we have

b((v1, v2), λ) ≤ ||λ||−1/2,Γ1 (||γ+
0 (v2)||1/2,Γ1 + ||γ−0 (v1)||1/2,Γ1)

≤ ||λ||−1/2,Γ1 ||(v1, v2)||U ,

and we conclude the statement. �

Remark 2.1 Thanks to the boundedness of bilinear form b, we can define a bounded linear
operatorB : U→ Q′, induced by the bilinear form b, such that

[B(v1, v2), λ] := b((v1, v2), λ) ∀ (v1, v2) ∈ U ,∀λ ∈ Q ,

where [·, ·] stands for the duality pairing induced by the operator and functional used in this
case. It is not difficult to deduce that B((v1, v2)) := R∗(γ+

0 (v2) − γ−0 (v1)) ∀ (v1, v2) ∈
U, where R : H−1/2(Γ1) → H1/2(Γ1) represents the canonical Riesz operator between
H−1/2(Γ1) and H1/2(Γ1), while R∗ : H1/2(Γ1) → H−1/2(Γ1) corresponds to the adjoint
(Hilbert) Riesz operator of R. Hereafter, 〈·, ·〉r,Γ1 denotes the inner product on Hr(Γ1), r ∈
{−1/2, 1/2}. Finally, Ker(B) is characterized by

V := Ker(B) := {(v1, v2) ∈ U : γ−0 (v1) = γ+
0 (v2) on Γ1} . (9)
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Lemma 2.2 a is bounded in U×U, and V-elliptic.

Proof. The continuity of bilinear form a follows from the Cauchy-Schwarz inequality. To prove
the coerciveness of a on V, we first set Ω := Ω1 ∪Γ1 ∪Ω2. Next, given (v1, v2) ∈ V, we define
the following measurable function

v :=

{
v1 , a.e. ∈ Ω1

v2 , a.e. ∈ Ω2.
(10)

Since v1 ∈ H1(Ω1), v2 ∈ H1(Ω2), and γ−0 (v1) = γ+
0 (v2) on Γ1, we infer that v ∈ H1(Ω), with∫

Ω
v = 0. Then, thanks to the Poincaré-Wintinger inequality, the seminorm | · |1,Ω is equivalent

to || · ||1,Ω in H1(Ω) ∩ L2
0(Ω), we deduce

a((u1, u2), (v1, v2)) = ‖∇v1‖2
0,Ω1

+ ‖∇v2‖2
0,Ω2

= ‖∇v‖2
0,Ω

≥ (1 + C2
p)−1‖v‖2

1,Ω

= (1 + C2
p)−1‖(v1, v2)‖2

U, (11)

where Cp > 0 is the constant of Poincaré. �

Lemma 2.3 B is surjective.

Proof. Given λ ∈ H−1/2(Γ1), there exists z := −
(
γ̃−0

)−1(
R∗
)−1

λ ∈ [H1
0 (Ω1)]⊥ ⊂ H1(Ω1),

such that λ = R∗(γ−0 (z)), where γ̃0 := γ0|[H1
0 (Ω1)]⊥ . For more details, we refer to [41] (pages

196-198). Now, by setting c := − 1

|Ω1|+ |Ω2|

∫
Ω1

z, we introduce (v1, v2) ∈ H1(Ω1)×H1(Ω2)

such that v1 := z + c and v2 := c, which in addition verifies that (v1, 1)Ω1 + (v2, 1)Ω2 = 0,
letting us to conclude that (v1, v2) ∈ U. Then, since γ+

0 (v2) − γ−0 (v1) = γ−0 (−z) on Γ1, we
infer that

B(v1, v2) = R∗(γ+
0 (v2)− γ−0 (v1)) = R∗(γ−0 (−z)) = λ .

�
We now establish the unique solvability of the variational problem.

Theorem 2.1 (Well-posedness) The continuous problem (8) is well-posed.

Proof. Taking into account Lemmas 2.1, 2.2 and 2.3, we invoke well known Babuška-Brezzi’s
theory, to conclude that the variational problem (8) is well-posed. �

Remark 2.2 For λ ∈ H1/2(Γ1) given, and (v1, v2) ∈ U defined as in the proof of Lemma 2.3,
there holds

b((v1, v2), λ) = 〈λ , γ+
0 (v2)− γ−0 (v1)〉Γ1 = 〈λ , γ−0 (−z)〉Γ1

= 〈λ ,
(
R∗
)−1

λ〉Γ1 = ||λ||2−1/2,Γ1
.

In addition, there exists CINF = CINF(|Ω1|, |Ω2|) > 0 such that

||(v1, v2)||2U ≤ CINF ||z||21,Ω1
.

As result, we can establish the so called inf-sup condition for b:

sup
(w1,w2)∈U\{0}

b((w1, w2), λ)

||(w1, w2)||U
≥ b((v1, v2), λ)

||(v1, v2)||U
≥ C

−1/2
INF

||λ||2−1/2,Γ1

||z||1,Ω1

= C
−1/2
INF ||λ||−1/2,Γ1 .

(12)
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3 Discrete settings
We begin this section giving a general description of the discrete spaces, operators that we need
to introduce for the discretization of the transmission problem, including some approximation
properties. For simplicity, we let Ω be a domain with polygonal boundary. Then, we introduce
H ⊂ R+ as a countable set of meshsizes having 0 as its unique accumulation point and {Th}h∈H
be an h-refined admissible mesh sequence of Ω̄ (see Section 1.4 in [29]). Each mesh Th is a
finite collection {T} of nonempty, disjoint, open, polytopal elements such that Ω =

⋃
T∈Th T .

In addition, there is a matching simplicial submesh of Th with locally equivalent meshsize and
which is shape-regular in the usual sense. We also assume (for simplicity) that for each T ∈ Th,
either T ⊂ Ω̄1 or T ⊂ Ω̄2, and that there are no hanging nodes on the transmission boundary
Γ1. We call a face, any hyperplanar closed connected subset F of Ω with positive (d − 1)-
dimensional measure, such that (i) either there exist T1, T2 ∈ Th with F ⊂ ∂T1 ∩ ∂T2 (and F
is called an interface) or (ii) there exists T ∈ Th such that F ⊂ ∂T ∩ ∂Ω (and F is called a
boundary face). Interfaces are collected in the set Fint

h , boundary faces in Fb
h , and we set the

list of faces on skeletal induced by Th as Fh := Fint
h ∪ Fb

h .
On the other hand, given T ∈ Th, FT := {F ∈ Fh |F ⊂ ∂T} denotes the set of faces

lying on the boundary of T and, for each F ∈ FT , nTF is the unit normal to F pointing out
of T . In an admissible mesh sequence, the diameters of the elements (hT ) and the diameters
of the faces (hF ), linked to each element, are uniformly comparable, card(FT ) is uniformly
bounded, the usual discrete and multiplicative trace inequalities hold on element faces, and the
L2-orthogonal projector onto polynomial spaces enjoys optimal approximation properties on
each mesh element. In what follows, A . B denotes the inequality A ≤ CB with positive
constant C independent of the polynomial degree k, and the meshsize h of Th, which is set as
h := maxT∈Th hT .

Lemma 3.1 (Approximation property of Orthogonal projector) Given an integer l ≥ 0,
there exists a real positive number Ca, depending on ρ (mesh regularity parameter) and l, such
that, for all h ∈ H, and all T ∈ Th, denoting by πlT the L2-orthogonal projector on Pld(T ), and
for all s, t ∈ R such that 0 ≤ s ≤ t ≤ l + 1, there holds

|v − πlTv|s,T ≤ Cah
t−s
T |v|t,T , ∀ v ∈ H t(T ) . (13)

Moreover, there exists C̃a > 0, such that, for all 1/2 < t ≤ l + 1, there holds

‖v − πlTv‖0,∂T ≤ C̃ah
t−1/2
T |v|t,T , ∀ v ∈ H t(T ), (14)

where, given r ≥ 0, | · |r,T denotes the usual seminorm on Sobolev spaces Hr(T ).

Proof. We refer to the proofs of Theorems 3.2 and 3.3 in [44]. �

3.1 Degrees of freedom
Let a polynomial degree k ≥ 0 be fixed. For each T ∈ Th, we define the local space of DOFs as
Uk
T := Pkd(T )×

(∏
F∈FT P

k
d−1(F )

)
, where Pkd(T ) (resp., Pkd−1(F )) is spanned by the restrictions
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to T (resp., F ) of d-variate (resp., (d− 1)-variate) polynomials of total degree ≤ k. The global
space of DOFs on the domain Ω is then defined as,

Uk
Th :=

(∏
T∈Th

Pkd(T )

)
×

( ∏
F∈Fh

Pkd−1(F )

)
.

Given vh :=
(

(vT )T∈Th , (vF )F∈Fh

)
∈ Uk

Th , we introduce its restriction to the element T ∈ Th

as vT :=
(
vT , (vF )F∈FT

)
∈ Uk

T . In addition, by vh we denote the function belonging to

Pkd(Th), such that vh|T = vT ∀T ∈ Th. These notations allow us to introduce the usual
seminorm on Uk

Th (see Lemma 4 in [32])

‖vh‖2
1,Th :=

∑
T∈Th

‖vT‖2
1,T , ‖vT‖2

1,T := ‖∇vT‖2
0,T + |vT |21,∂T , (15)

for all vh ∈ Uk
Th and all vT ∈ Uk

T , where

|vT |21,∂T :=
∑
F∈FT

h−1
F ‖vF − vT‖

2
0,F .

Now, for each T ∈ Th, we define the local reduction operator IkT : H1(T )→ Uk
T such that, for

each v ∈ H1(T ),
IkTv := (πkTv, (π

k
Fv)F∈FT ), (16)

where πkT and πkF are the L2-orthogonal projectors onto Pkd(T ) and Pkd−1(F ), respectively. The
corresponding global reduction operator IkTh : H1(Ω)→ Uk

Th is defined by

IkThv := ((πkTv)T∈Th , (π
k
Fv)F∈Fh) ∀ v ∈ H1(Ω) . (17)

3.2 Local Gradient reconstruction
For all T ∈ Th, we define the local gradient reconstruction operator Gk

T : Uk
T → ∇Pk+1

d (T )
such that, for all vT := (vT , (vF )F∈FT ) ∈ Uk

T and all w ∈ Pk+1
d (T ),

(Gk
TvT ,∇w)T = (∇vT ,∇w)T +

∑
F∈FT

(vF − vT ,∇w · nTF )F , (18)

where nTF is the unit normal to face F pointing out of element T . We define the potential
reconstruction operator pk+1

T : Uk
T → Pk+1

d (T ) such that, for all vT ∈ Uk
T ,

∇pk+1
T vT = Gk

TvT

∫
T

pk+1
T vT =

∫
T

vT . (19)

Lemma 3.2 (Characterization of pk+1
T IkT and polynomial consistency) The following property

holds for all v ∈ H1(T ):

(∇(v − pk+1
T IkTv),∇w)T = 0 ∀w ∈ Pk+1

d (T ). (20)

Consequently, for all v ∈ Pk+1
d (T ), we have

pk+1
T IkTv = v. (21)
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Proof. We refer to the proof of Lemma 3.1 in [34]. �

Lemma 3.3 (Approximation properties for pk+1
T IkT ). Let a polynomial degree k ≥ 0, an inte-

ger q ∈ {0, · · · , k}, and δ ∈ (1/2, 1] be given. There exists a real number C > 0, depending
on ρ (mesh regularity parameter), possibly on d, k, q, and δ, but independent of hT , such that,
for all h ∈ H, for all T ∈ Th, and all v ∈ Hq+1+δ(T ), there holds:∥∥v − pk+1

T IkTv
∥∥

0,T
+ h

1/2
T

∥∥v − pk+1
T IkTv

∥∥
0,∂T

+ hT
∥∥∇(v − pk+1

T IkTv)
∥∥

0,T
+ h

3/2
T

∥∥∇(v − pk+1
T IkTv)

∥∥
0,∂T
≤ Chq+1+δ

T ‖v‖q+1+δ,T . (22)

Proof. We adapt the proof of Lemma 3 in [32]. First, we fix v ∈ Hq+1+δ(T ), with q ∈ {0, ..., k},
and notice from the orthogonality property (20), that

‖∇(v − pk+1
T IkTv)‖0,T = sup

z∈Pk+1
d (T )

‖∇v −∇z‖0,T

≤ ‖∇(v − πk+1
T v)‖0,T . hq+δT ‖v‖q+1+δ,T , (23)

where we have used the approximation property (13) of πk+1
T (with t = q + 1 + δ and s = 1).

Now, from the definition of pk+1
T and IkT , we observe that v − pk+1

T IkTv ∈ L2
0(T ). Then,

applying the very well known inequality ||z||0,T . hT |z|1,T , ∀ z ∈ H1(T ) ∩ L2
0(T ), togehter

with (23), we infer that

‖v − pk+1
T IkTv‖0,T . hT‖∇(v − pk+1

T IkTv)‖0,T . hq+1+δ
T ‖v‖q+1+δ,T . (24)

The consecutive use of a continuous trace inequality, (23) and (24), yields

hT‖v − pk+1
T IkTv‖2

0,∂T . ‖v − pk+1
T IkTv‖2

0,T + h2
T‖∇(v − pk+1

T IkTv)‖2
0,T . h

2(q+1+δ)
T ‖v‖2

q+1+δ,T .
(25)

Finally, for to bound h3/2
T ‖∇(v− pk+1

T IkTv)‖0,∂T , we introduce±πkT∇v inside the norm, obtain-
ing

h
3/2
T

∥∥∇(v − pk+1
T IkTv)

∥∥
0,∂T
≤ h

3/2
T

∥∥∇v − πkT∇v∥∥0,∂T
+ h

3/2
T

∥∥πkT∇v −∇pk+1
T IkTv

∥∥
0,∂T

.

Using the approximation property (14) of πkT (applied componentwise to∇v with t = q+ δ and
s = 0), we infer that

hT
∥∥∇v − πkT∇v∥∥2

0,∂T
. h

2(q+δ)
T ‖v‖2

q+1+δ,T . (26)

Now, we apply the discrete trace inequality, using the fact that card(FT ) is uniformly bounded,
and that∇pk+1

T IkTv ∈
[
Pkd(T )

]d, to infer

‖πkT∇v −∇pk+1
T IkTv‖0,∂T . h

−1/2
T ‖∇(v − pk+1

T IkTv)‖0,T . h
q+δ−1/2
T ‖v‖q+1+δ,T . (27)

Finally, the proof is concluded from (26) and (27) . �
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4 HHO formulation
From here on, we consider g1 ∈ L2(Γ1), g2 ∈ L2(Ω2), Ω := Ω1 ∪ Γ1 ∪ Ω2, and let Th be a
triangulation of Ω̄, satisfying the geometric assumptions given in Section 3. Next, we introduce
the triangulations induced by Th, of each subdomain Ω̄i, i ∈ {1, 2}, that is

Ti,h : = {T ∈ Th : T ⊂ Ωi} ,

with Fi,h being the list of faces on skeleton, induced by Ti,h, i ∈ {1, 2}. Moreover, by Γ1,h

and Γ2,h, we denote the partitions of Γ1 and Γ2, respectively, induced by T2,h. At this point
we require also that the partition of transmission boundary Γ1 inherited by Th, Γ1,h, is quasi-
uniform in the sense: considering hΓ1 := max

F∈F1,h

hF , there exists Cqu > 0, independent of the

meshsize, such that

Cqu hΓ1 ≤ hF ∀F ∈ Γ1,h . (28)

These notations allow us to introduce the discrete spaces

Uk
Ti,h :=

 ∏
T∈Ti,h

Pkd(T )

×
 ∏
F∈Fi,h

Pkd−1(F )

 , i ∈ {1, 2} .

Then, each element vi,h ∈ Uk
Ti,h is characterized by vi,h :=

(
(vi,T )T∈Ti,h , (vi,F )F∈Fi,h

)
, i ∈

{1, 2}. Now, we set our discrete approximation space, as Uk,0
Th ×Q

k
h, where

Uk,0
Th :=

vh := (v1,h,v2,h) ∈ Uk
T1,h ×Uk

T2,h :
2∑
i=1

∑
T∈Ti,h

(vi,T , 1)T = 0

 ,

and Qk
h := Pkd−1(Γ1,h). From here on, we adopt the following notation. Given λh ∈ Qk

h, we set
λF := λh|F , for all F ∈ Γ1,h. Then, we introduce the characterization λh := (λF )F∈Γ1,h

. The
space Qk

h is provided with the weighted L2−norm

‖λh‖2
Γ1,h

:=
∑
F∈Γ1,h

hF‖λF‖2
0,F , ∀λh := (λF )F∈Γ1,h

∈ Qk
h . (29)

We introduce the seminorm ||| · |||h : Uk
T1,h ×Uk

T2,h → R, which is given, for each (v1,h,v2,h) ∈
Uk
T1,h ×Uk

T2,h , by

|||(v1,h,v2,h)|||2h := ‖v1,h‖2
1,T1,h + ‖v2,h‖2

1,T2,h +
∑
F∈Γ1,h

h−1
F ‖v1,F − v2,F‖2

0,F . (30)

Proposition 4.1 The map ||| · |||h defines a norm on Uk,0
Th .

11



Proof. It is enough to check that, for all (v1,h,v2,h) ∈ Uk,0
Th : |||(v1,h,v2,h)|||h = 0⇒ (v1,h,v2,h) =

(0,0). Let (v1,h,v2,h) ∈ Uk,0
Th be such that |||(v1,h,v2,h)|||h = 0. By definition of ||| · |||h, this

implies

∀T ∈ T1,h ∇v1,T ≡ 0 , ∀F ∈ FT v1,T |F = v1,F (31a)
∀S ∈ T2,h ∇v2,S ≡ 0 , ∀F ∈ FS v2,S|F = v2,F (31b)

∀F ∈ Γ1,h v1,F = v2,F . (31c)

We have from (31a), that v1,T is constant on each T ∈ T1,h, and that on each interior face
F ∈ F1,h, there exist T1, T2 ∈ T1,h with F ⊂ ∂T1 ∩ ∂T2, such that v1,T1|F = v1,F = v1,T2 |F .
Then, we infer that, there exists a constant C1 > 0 such that v1,F = C1 ∀F ∈ F1,h. In a similar
way, we can deduce from (31b), that there exists C2 > 0 such that v2,F = C2 ∀F ∈ F2,h. Now
by (31c), we have that on each transmission face F ∈ Γ1,h, there exist T ∈ T1,h and S ∈ T2,h

with F ⊂ ∂T ∩ ∂S such that,

C1 = v1,T |F = v1,F = v2,F = v2,S|F = C2 ,

which allows us to state that v1,T = v2,S ≡ C1 ∀ (T, S) ∈ T1,h × T2,h. Finally, due to the
condition

∑
T∈T1,h(v1,T , 1)T +

∑
S∈T2,h(v2,S, 1)S = 0, we deduce that C1 = C2 = 0, and we

conclude the proof. �
Now, for each T ∈ Th, we introduce aT : Uk

T ×Uk
T → R given by

aT (uT ,vT ) :=
(
Gk
TuT , G

k
TvT

)
T

+ jT (uT ,vT ) , (32)

where
jT (uT ,vT ) :=

∑
F∈FT

h−1
F (πkF (uF −Rk+1

T uT ), πkF (vF −Rk+1
T vT ))F ,

with
Rk+1
T vT := vT + (pk+1

T vT − πkTpk+1
T vT ) .

Then, we set the bilinear form ah : Uk,0
Th ×Uk,0

Th → R, as

ah((u1,h,u2,h), (v1,h,v2,h)) =
∑
T∈T1,h

aT (u1,T ,v1,T ) +
∑
S∈T2,h

aS(u2,S,v2,S), (33)

which can also be written as

ah((u1,h,u2,h), (v1,h,v2,h)) = Ah((u1,h,u2,h), (v1,h,v2,h)) + jh((u1,h,u2,h), (v1,h,v2,h)) ,
(34)

where the consistency contribution Ah : Uk,0
Th × Uk,0

Th → R and the stability contribution
jh : Uk,0

Th ×Uk,0
Th → R are, respectively, defined as

Ah((u1,h,u2,h), (v1,h,v2,h)) :=
∑
T∈Th

(
Gk
TuT , G

k
TvT

)
T

(35)

and
jh((u1,h,u2,h), (v1,h,v2,h)) :=

∑
T∈Th

jT (uT ,vT ) . (36)
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We also introduce the bilinear form bh : Uk,0
Th ×Q

k
h → R, which is defined as

bh((v1,h,v2,h), λh) :=
∑
F∈Γ1,h

(λF , v2,F−v1,F )F ∀ (v1,h,v2,h) ∈ Uk,0
Th , λh := (λF )F∈Γ1,h

∈ Qk
h .

(37)
Then, the discrete scheme associated to (8) reads as follows: Find ((u1,h,u2,h), ξh) ∈ Uk,0

Th ×Q
k
h

such that

ah((u1,h,u2,h), (v1,h,v2,h)) + bh((v1,h,v2,h), ξh) = Fh((v1,h,v2,h)) ∀(v1,h,v2,h) ∈ Uk,0
Th ,

(38a)

−bh((u1,h,u2,h), λh) = Gh(λh) ∀λh ∈ Qk
h , (38b)

where, for each (v1,h,v2,h) ∈ Uk
Th and λh ∈ Qk

h, we define the discrete linear functionals as:

Fh(v1,h,v2,h) :=
∑
T∈T1,h

(f1, v1,T )T +
∑
S∈T2,h

(f2, v2,S)S +
∑
F∈Γ1,h

(g1, v2,F )F +
∑
F∈Γ2,h

(g2, v2,F )F ,

(39)
and Gh(λh) := (λh, g)Γ1,h

. In what follows, we recall the well known relationships between
|| · ||0,Γ1 and || · ||−1/2,Γ1 .

Lemma 4.1 There holds

||g̃||−1/2,Γ1 . ||g̃||0,Γ1 ∀ g̃ ∈ L2(Γ1) , (40)

||λh||0,Γ1 . h
−1/2
Γ1
||λh||−1/2,Γ1 ∀λh ∈ Qk

h . (41)

Proof. A proof of (40) is available in [60] (page 115), while (41) can be proven in the same
spirit of the proof of Lemma 4.6 in [42]. �

From here on, given vh ∈ Uk
Th , we denote by vh the L2(Ω) function such that vh|T = vT ,

for all T ∈ Th. Next result, which can be seen as the corresponding to Lemma 8.3 in [33] for
Neumann boundary condition, will be useful for proving the continuity of linear functional Fh.

Lemma 4.2 There holds

||vh||0,Ω . |||vh|||h ∀vh ∈ Uk,0
Th . (42)

Proof. The proof for general domain Ω is provided in the appendix of this paper. However,
when Ω is convex, the proof of (42) can be done usign a different argument, more constructive,
which is described next.

Let vh ∈ Uk,0
Th . Since vh ∈ L2

0(Ω), there exists a unique weak solution z ∈ H1(Ω) of

−∆z = vh in Ω ,
∂z

∂ν
= 0 on ∂Ω . (43)

Since Ω is convex, we can ensure that z ∈ H2(Ω) and ||z||2,Ω . ||vh||0,Ω (cf. [47]). This allows
us to introduce τv := −∇z ∈ [H1(Ω)]2, which satisfies:

div(τv) = vh in Ω , τv · ν = 0 on ∂Ω , and ||τv||1,Ω . ||vh||0,Ω . (44)

13



Then, taking into account the fact that τv ∈ H(div; Ω), and the first two statements in (44), we
have

||vh||20,Ω = (vh, div(τv))Ω = (vh, div(τv))Ω1 + (vh, div(τv))Ω2

=
∑
T∈T1,h

{
−(∇v1,T , τv)T +

∑
F∈FT

(τv · nTF , v1,T )F

}

+
∑
T∈T2,h

{
−(∇v2,T , τv)T +

∑
F∈FT

(τv · nTF , v2,T )F

}

=
∑
T∈T1,h

{
−(∇v1,T , τv)T +

∑
F∈FT

(τv · nTF , v1,T − v1,F )F

}

+
∑
T∈T2,h

{
−(∇v2,T , τv)T +

∑
F∈FT

(τv · nTF , v2,T − v2,F )F

}
+
∑
F∈Γ1,h

(τv · n1, v1,F − v2,F )F . (45)

Now, applying Cauchy-Schwarz, Minkowski and continuous local trace inequalities, we notice

∑
T∈T1,h

{
−(∇v1,T , τv)T +

∑
F∈FT

(τv · nTF , v1,T − v1,F )F

}

≤
∑
T∈T1,h

(
||∇v1,T ||0,T ||τv||0,T +

∑
F∈FT

(
h
−1/2
F ||v1,T − v1,F ||0,F

)(
h

1/2
F ||τv||0,F

))

≤ ||v1,h||1,T1,h

{ ∑
T∈T1.h

(
||τv||20,T + hT ||τv||20,∂T

)}1/2

. ||v1,h||1,T1,h

{ ∑
T∈T1.h

(
||τv||20,T + ||τv||20,T + h2

T |τv|21,T
)}1/2

. ||v1,h||1,T1,h ||τv||1,Ω1 .

Proceeding in analogous way, we deduce that

∑
T∈T2,h

{
−(∇v2,T , τv)T +

∑
F∈FT

(τv · nTF , v2,T − v2,F )F

}
. ||v2,h||1,T2,h ||τv||1,Ω2 ,

and

∑
F∈Γ1,h

(τv · n1, v1,F − v2,F )F .

 ∑
F∈Γ1,h

h−1
F ||v1,F − v2,F ||20,F

1/2

||τv||1,Ω1 .
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Considering these relationships, and applying Minkowski inequality one more time and the
regularity property in (44), (45) yields to

||vh||20,Ω . |||vh|||h ||vh||0,Ω ,

and we conclude the proof. �

Lemma 4.3 Bilinear forms ah and bh , as well as linear functionals Fh andGh , are continuous.

Proof. Let us establish the continuity of the discrete bilinear forms ah and bh. Thanks to the
continuity of aT (see [32]), and applying Cauchy-Schwarz and Minkowski inequalities, we have

|ah((u1,h,u2,h), (v1,h,v2,h))| . ‖u1,h‖1,T1,h · ‖v1,h‖1,T1,h + ‖u2,h‖1,T2,h · ‖v2,h‖1,T2,h

≤
(
‖u1,h‖2

1,T1,h + ‖u2,h‖2
1,T2,h

)1/2 (
‖v1,h‖2

1,T1,h + ‖v2,h‖2
1,T1,h

)1/2

≤ |||(u1,h,u2,h)|||h |||(v1,h,v2,h)|||h .

Now, for bh, after applying Cauchy-Schwarz and Minkowski inequalities, and Lemma 4.1, we
obtain

|bh((u1,h,u2,h), λh)| ≤

 ∑
F∈Γ1,h

h−1
F ‖u1,F − u2,F‖2

0,F

1/2 ∑
F∈Γ1,h

hF‖λF‖2
0,F

1/2

≤ |||(u1,h,u2,h)|||h ‖λh‖Γ1,h
.

(46)

Next, we prove the continuity of the discrete linear functional Fh. First, we notice that∑
F∈F1,h

(g1, v2,F )F =
∑

F∈F1,h

(g1, v2,F − c2)F + c2〈g1, 1〉Γ1 (47)

∑
F∈F2,h

(g2, v2,F )F =
∑

F∈F2,h

(g2, v2,F − c2)F + c2〈g2, 1〉Γ2 , (48)

where c2 :=
1

|Ω2|

∫
Ω2

v2,h.

Applying Cauchy-Schwarz inequality appropriately, we have

|Fh(v1,h,v2,h)| ≤ ‖f1‖0,Ω1

 ∑
T∈T1,h

‖v1,T‖2
0,T

1/2

+ ‖f2‖0,Ω2

 ∑
S∈T2,h

‖v2,S‖2
0,S

1/2

+ ||g1||0,Γ1

 ∑
F∈Γ1,h

‖v2,F − c2‖2
0,F

1/2

+ |c2| |Ω2|1/2 ||g1||−1/2,Γ1

+ ||g2||0,Γ2

 ∑
F∈Γ2,h

‖v2,F − c2‖2
0,F

1/2

+ |c2| |Ω2|1/2 ||g2||−1/2,Γ2 .

(49)
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Thanks to Minkowski inequality, (47), and the fact that |c2| ≤ |Ω2|−1/2 ||v2,h||0,Ω2 , we obtain

|Fh(v1,h,v2,h)| ≤ C

||v1,h||20,Ω1
+ ||v2,h||20,Ω2

+
∑

F∈Γ1,h∪Γ2,h

‖v2,F − c2‖2
0,F

1/2

, (50)

whereC :=
(
‖f1‖2

0,Ω1
+ ‖f2‖2

0,Ω2
+ ||g1||2−1/2,Γ1

+ ||g2||2−1/2,Γ2
+ ||g1||20,Γ1

+ ||g2||20,Γ2

)1/2

.

Now, we bound the right hand side of (50). First, since vh ∈ Uk,0
Th , we apply Lemma 4.2,

and get

||v1,h||20,Ω1
+ ||v2,h||20,Ω2

= ||vh||20,Ω . |||vh|||2h . (51)

On the other hand, considering zh :=
(

(v2,T − c2)T∈T2,h , (v2,F − c2)F∈F2,h

)
∈ Uk,0

T2,h , and
denoting by γh(zh) the discrete trace of zh, such that γh(zh)|F = v2,F − c2, on each F ∈ F2,h,
we apply Theorem 6.7 in [33], and deduce∑

F∈Γ1,h∪Γ2,h

||v2,F − c2||20,F = ||γh(zh)||20,∂Ω2
. ||zh||21,T2,h = ||v2,h||21,T2,h . (52)

Finally, taking into account (51) and (52), we conclude from (50)

|Fh(v1,h,v2,h)| . |||(v1,h,v2,h)|||h , (53)

which ensures the continuity of Fh.
Now, for the continuity of the discrete linear functional Gh, we recall that g ∈ H1/2(Γ1) ⊂
L2(Γ1). Then, we have

|Gh(λh)| =
∑
F∈Γ1,h

(h
1/2
F λT , h

−1/2
F g)F ≤ ||α1/2 g||0,Γ1 ||λh||Γ1,h

, (54)

where α is a parameter defined on Γ1,h such that α|F := h−1
F for each F ∈ Γ1,h. �

Remark 4.1 The linear operator Bh : Uk,0
Th → Qk

h, induced by bh, is characterized by

Bh(v1,h,v2,h) := (v2,F − v1,F )F∈Γ1,h
∀ (v1,h,v2,h) ∈ Uk,0

Th . (55)

Introducing Vh := Ker(Bh), we establish the following result.

Lemma 4.4 (Ellipticity). ah is Vh-elliptic.

Proof. From (37), we characterize the kernel of Bh, as

Vh := {(v1,h,v2,h) ∈ Uk,0
Th : v1,F = v2,F ∀F ∈ Γ1,h} .

Now, taking (v1,h,v2,h) ∈ Vh and considering the fact that || · ||1,Ti,h is equivalent to || · ||a,Ti,h
(cf. Lemma 4 in [32]), we have

ah((v1,h,v2,h), (v1,h,v2,h)) = ‖v1,h‖2
a,T1,h + ‖v2,h‖2

a,T2,h

& ‖v1,h‖2
1,T1,h + ‖v2,h‖2

1,T2,h

= |||(v1,h,v2,h)|||2h . (56)

�
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Lemma 4.5 Bh is a surjective operator.

Proof. Given λh ∈ Qk
h, we can define (v1,h,v2,h) ∈ Uk,0

Th , such that v1,T ≡ 0,∀T ∈ T1,h,

v1,F =

{
−λF , F ∈ Γ1,h

0 , F ∈ F1,h\Γ1,h
, and v2,h = 02,h. Then, the operator Bh is surjective. �

As in the continuous case, here we can establish also the so called discrete inf-sup condition,
which will help us later to obtain an a priori error estimate corresponding to λh.

Lemma 4.6 There exists C > 0, independent of the meshsize, such that

sup
vh∈U

k,0
Th
\{0}

bh(vh, λh)

|||vh|||h
≥ C ||λh||Γ1,h

∀λh ∈ Qk
h . (57)

Proof. Let λh := (λF )F∈Γ1,h
∈ Qk

h\{0}. Then, we construct wh := (w1,h,w2,h) ∈ Uk,0
Th \{0}

as in the proof of Lemma 4.5, and we notice that

|||wh|||2h = 2
∑
F∈Γ1,h

h−1
F ||λF ||

2
0,F . h−1

Γ1
||λh||20,Γ1

. (58)

Then, taking into account (58) and the fact that hΓ1 . hF , for all F ∈ Γ1,h, we have

sup
vh∈U

k,0
Th
\{0}

bh(vh, λh)

|||vh|||h
≥ bh(wh, λh)

|||wh|||h
& h

1/2
Γ1

||λh||20,Γ1

||λh||0,Γ1

& ||λh||Γ1,h
. (59)

This allows us to conclude the result. �

Proposition 4.2 (meshsize). The discrete problem (38) is well-posed.

Proof. It is a straightforward consequence of Lemmas 4.3, 4.4 and 4.5. We omit further details.
�

It is important to notice that bilinear form ah induces another seminorm on Uk
T1,h ×Uk

T2,h ,
that is given by

‖(v1,h,v2,h)‖2
a,h := ah((v1,h,v2,h), (v1,h,v2,h)) , ∀ (v1,h,v2,h) ∈ Uk

T1,h ×Uk
T2,h . (60)

Next result could be useful in the rest of this work.

Corollary 4.1 There exists η > 1, independent of the meshsize, such that

η−1|||(v1,h,v2,h)|||h ≤ ‖(v1,h,v2,h)‖a,h ∀ (v1,h,v2,h) ∈ Vh , (61)

‖(v1,h,v2,h)‖a,h ≤ η|||(v1,h,v2,h)|||h ∀ (v1,h,v2,h) ∈ Uk,0
Th . (62)

Proof. (61) follows straightforwardly from the Vh-ellipticity of ah (56), while (62) has been
established in the proof of Lemma 4.3. We omit further details. �
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5 A priori error analysis
From here on, we assume that exact solution ui ∈ H1+δi(Ωi), and δi ∈ (1/2, 1], and ∆ui ∈
L2(Ω) for i ∈ {1, 2}. These assumptions allow us to see ξ belonging to L2(Γ1), and consider
g1 and g2 as elements in L2(Γ1) and L2(Γ2), respectively. In addition, we introduce û1,h :=

IkT1,hu1 ∈ Uk
T1,h , û2,h := IkT2,hu2 ∈ Uk

T2,h , where IkTi,h , for i ∈ {1, 2}, denotes the global

interpolation operator that is defined in the same spirit as in (17), and ξ̂h ∈ Qk
h is such that

ξ̂h|F := πkF (ξ), for each F ∈ Γ1,h. It is not difficult to check that (û1,h, û2,h) ∈ Uk,0
Th . We

recall again that, given i ∈ {1, 2}, vi,h :=
(

(vi,T )T∈Ti,h , (vi,F )F∈Fi,h

)
∈ Uk

Ti,h , and we set

vi,h ∈ Pkd(Ti,h) such that vi,h|T = vi,T ∀T ∈ Ti,h.
Now, we introduce the product space Xh := Uk,0

Th ×Q
k
h, provided with the norm

||((v1,h,v2,h), λh)||Xh
:=
(
|||(v1,h,v2,h)|||2h + ||λh||2Γ1,h

)1/2

∀ ((v1,h,v2,h), λh) ∈ Xh ,

and the consistency error as the linear functional Eh(((u1, u2), ξ); ·) : Xh → R such that, for
each ((v1,h,v2,h), λh) ∈ Xh:

Eh(((u1, u2), ξ); ((v1,h,v2,h), λh)) := ah((û1,h, û2,h), (v1,h,v2,h)) + bh((v1,h,v2,h)), ξ̂h)

− bh((û1,h, û2,h), λh) + Gh(λh) − Fh(v1,h,v2,h) .

In our case, we notice that

bh((û1,h, û2,h), λh) =
∑
F∈Γ1,h

(πkFu2 − πkFu1, λF )F

=
∑
F∈Γ1,h

(λF , γ
+
0 (u2) − γ−0 (u1))F = (λh, g)Γ1 = Gh(λh) ∀λh ∈ Qk

h ,

and thus, the consistency error reduces to

Eh(((u1, u2), ξ); ((v1,h,v2,h), λh)) = ah((û1,h, û2,h), (v1,h,v2,h)) + bh((v1,h,v2,h)), ξ̂h)

− Fh(v1,h,v2,h) =: Ẽh(((u1, u2), ξ); (v1,h,v2,h)) .

(63)

The latter implies that

||Eh(((u1, u2), ξ); ·)||X∗h = ||Ẽh(((u1, u2), ξ); ·)||Uk,0,∗
Th

, (64)

with X∗h and Uk,0,∗
Th denoting the dual space of Xh and Uk,0

Th , respectively. The following result
will help us to bound (64).

Lemma 5.1 There holds, for each (v1,h,v2,h) ∈ Uk,0
Th :

Fh(v1,h,v2,h)− bh((v1,h,v2,h), ξ̂h) =
∑
T∈T1,h

(∇v1,T ,∇u1)T +
∑
T∈T1,h

∑
F∈FT

(∇u1 · nTF , v1,F − v1,T )F

+
∑
S∈T2,h

(∇v2,S,∇u2)S +
∑
S∈T2,h

∑
F∈FS

(∇u2 · nSF , v2,F − v2,S)F .

(65)
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Proof. Since fi = −∆ui in Ωi (weak sense), and after performing an element-wise integration
by parts in (fi, vi,h)Ωi , with i ∈ {1, 2}, we obtain that two first addends of Fh (cf. (39)) can be
written as

(f1, v1,h)Ω1 =
∑
T∈T1,h

(∇u1,∇v1,T )T −
∑
T∈T1,h

∑
F∈FT

(∇u1 · nTF , v1,T )F , (66)

(f2, v2,h)Ω2 =
∑
S∈T2,h

(∇u2,∇v2,S)S −
∑
S∈T2,h

∑
F∈FS

(∇u2 · nSF , v2,S)F . (67)

Now, using the fact that ∇u1 · n1 +∇u2 · n2 = g1 a.e. on Γ1, and ∇u2 · n2 = g2 a.e. on Γ2,
and that there exist T ∈ T1,h and S ∈ T2,h, such that n1 = nTF on ∂Ω1 and n2 = nSF on ∂Ω2,
we can write the last two addends of Fh as∑

F∈Γ1,h

(g1, v2,F )F =
∑
F∈Γ1,h

(∇u1 · nTF , v2,F )F +
∑
F∈Γ1,h

(∇u2 · nSF , v2,F )F , (68)

∑
F∈Γ2,h

(g2, v2,F )F =
∑
F∈Γ2,h

(∇u2 · nSF , v2,F )F . (69)

From the definition of ξ̂h, property of πkF , the fact that ξ = ∇u1 · n1 a.e. on Γ1, and that there
exist T ∈ T1,h and S ∈ T2,h, such that n1 = nTF = −nSF on Γ1, we derive

bh((v1,h,v2,h), ξ̂h) =
∑
F∈Γ1,h

(∇u1 · nTF , v2,F )F −
∑
F∈Γ1,h

(∇u1 · nTF , v1,F )F . (70)

Finally, from equations (66)-(70), knowing that vi,F is single-valued, and the normal component
of ∇ui is continuous on skeletal induced by Ti,h, i ∈ {1, 2}, we conclude the proof. �

Lemma 5.2 Assuming that ui ∈ Hq+1+δi(Ti,h), i ∈ {1, 2}, and q ∈ {0, ..., k}, there exists
C > 0, independent of the meshsize, such that

||Eh(((u1, u2), ξ); ·)||X∗h ≤ C
(
h

2(q+δ1)
1 ‖u1‖2

Hq+1+δ1 (T1,h) + h
2(q+δ2)
2 ‖u2‖2

Hq+1+δ2 (T2,h)

)1/2

,

(71)
where hi := max

T∈Ti,h
hT , i = 1, 2.

Proof. First, we take (v1,h,v2,h) ∈ Uk,0
Th . Then, after noticing that Gk

T I
k
T (w) = ∇pk+1

T IkT (w),
for any w ∈ H1(T ), T ∈ Th, and introducing u

̂

1,T := pk+1
T IkT (u1|T ), for each T ∈ T1,h and

u

̂

2,S := pk+1
S IkS(u2|S), for all S ∈ T2,h, we have

ah((û1,h, û2,h), (v1,h,v2,h)) =
∑
T∈T1,h

(Gk
T û1,T , G

k
Tv1,T )T +

∑
T∈T1,h

jT (û1,T ,v1,T )

+
∑
S∈Th,2

(Gk
Sû2,S, G

k
Sv2,S)S +

∑
S∈T2,h

jS(û2,S,v2,S)

=
∑
T∈T1,h

(∇v1,T ,∇u

̂

1,T )T +
∑
T∈T1,h

∑
F∈FT

(v1,F − v1,T ,∇u

̂

1,T · nTF )F

+
∑
S∈T2,h

(∇v2,S,∇u

̂

2,S)S +
∑
S∈T2,h

∑
F∈FS

(v2,F − v2,S,∇u

̂

2,S · nSF )F

+
∑
T∈T1,h

jT (û1,T ,v1,T ) +
∑
S∈T2,h

jS(û2,S,v2,S) . (72)
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At this point, from (72) and Lemma 5.1 , we can write the consistency error as

Ẽh(((u1, u2), ξ); (v1,h,v2,h))

=
∑
T∈T1,h

(∇v1,T ,∇(u

̂

1,T − u1))T︸ ︷︷ ︸
T1

+
∑
T∈T1,h

∑
F∈FT

(v1,F − v1,T ,∇(u

̂

1,T − u1) · nTF )F︸ ︷︷ ︸
T2

+
∑
S∈T2,h

(∇v2,S,∇(u

̂

2,S − u2))S︸ ︷︷ ︸
T3

+
∑
S∈T2,h

∑
F∈FS

(v2,F − v2,S,∇(u

̂

2,S − u2) · nSF )F︸ ︷︷ ︸
T4

+
∑
T∈T1,h

jT (û1,T ,v1,T )︸ ︷︷ ︸
T5

+
∑
S∈T2,h

jS(û2,S,v2,S)︸ ︷︷ ︸
T6

. (73)

Applying Cauchy-Schwarz inequality, followed by the approximation properties of pk+1
T IkT (cf.

(22)), with T either in T1,h or in T2,h, and the definition of the norm || · ||1,Ti,h , we can estimate
T1, T2, T3, and T4 as

|T1|+ |T2| . ||v1,h||1,T1,h · h
q+δ1
1 |u1|Hq+1+δ1 (T1,h) , (74)

|T3|+ |T4| . ||v2,h||1,T2,h · h
q+δ2
2 |u2|Hq+1+δ2 (T2,h) . (75)

Invoking now Theorem 8 in [32], we deduce h−1/2
F ||πkF (ûi,F−Rk+1

T ûi,T )||F . hq+δii |ui|Hq+1+δi (T ),
∀F ∈ FT , where T ∈ Ti,h, i ∈ {1, 2}. This allows us to estimate T5 and T6 as

|T5| . ||v1,h||1,T1,h · h
q+δ1
1 |u1|Hq+1+δ1 (T1,h) , (76)

|T6| . ||v2,h||1,T2,h · h
q+δ2
2 |u2|Hq+1+δ2 (T2,h) . (77)

Then, from (74)-(77), we deduce that for each (v1,h,v2,h) ∈ Uk,0
Th :

Ẽh(((u1, u2), ξ); (v1,h,v2,h))

. |||(v1,h,v2,h)|||h
(
h

2(q+δ1)
1 |u1|2Hq+1+δ1 (T1,h) + h

2(q+δ2)
2 |u2|2Hq+1+δ2 (T2,h)

)1/2

.
(78)

Finally, (78) yields to an upper bound for ||Ẽh(((u1, u2), ξ); ·)||Uk,0,∗
Th

, and thanks to (64), we
conclude (71). �

Theorem 5.1 (Energy error estimate). Assuming that (u1, u2) ∈ Hq+1+δ1(T1,h)×Hq+1+δ2(T2,h),
with q ∈ {0, ..., k}, there exists C > 0, independent of the meshsize, such that:

‖((û1,h, û2,h)− (u1,h,u2,h)), ξ̂h − ξh)‖Xh

≤ C
(
h

2(q+δ1)
1 ‖u1‖2

Hq+1+δ1 (T1,h) + h
2(q+δ2)
2 ‖u2‖2

Hq+1+δ2 (T2,h)

)1/2

, (79)

where hi := max
T∈Ti,h

hT , i = 1, 2. Moreover, applying Lemma 3.3, there also holds

2∑
i=1

∑
T∈Ti,h

||∇ui−∇pk+1
T ui,T ||20,T ≤ C

(
h

2(q+δ1)
1 ‖u1‖2

Hq+1+δ1 (T1,h) + h
2(q+δ2)
2 ‖u2‖2

Hq+1+δ2 (T2,h)

)
.

(80)

20



Proof. Since bilinear form ah is coercive on Vh and bh satisfies a discrete inf-sup condition, with
corresponding constants that are independent of the meshsize, we can apply a variant of Lemma
A.11 in the appendix in [33], which is valid according to Remark A.12 in this same appendix.
As result, we can establish a global discrete inf-sup condition: For any ((w1,h,w2,h), ζh) ∈ Xh:

||((w1,h,w2,h), ζh)||Xh
. sup

((v1,h,v2,h),λh)∈Xh\{0}

Ah(((w1,h,w2,h), ζh), ((v1,h,v2,h), λh))

||((v1,h,v2,h), λh)||Xh

, (81)

where the bilinear form Ah : Xh ×Xh → R is given by

Ah(((w1,h,w2,h), ζh), ((v1,h,v2,h), λh)) := ah((w1,h,w2,h), (v1,h,v2,h))
+ bh((v1,h,v2,h), ζh) − bh((w1,h,w2,h), λh) .

(82)

This allows us to apply Corollary A.13 in the appendix in [33], with lh := Fh and mh := Gh,
which yields us to

||((û1,h, û2,h)− (u1,h,u2,h)), ξ̂h − ξh)||Xh
. ||Eh(((u1, u2), ξ); ·)||X∗h .

Then, (79) follows straightforwardly from Lemma 5.2.
Finally, in order to derive (80), we realize, after applying triangle inequality, that

||∇ui − ∇pk+1
T ui,T ||0,T ≤ ||∇ui − ∇pk+1

T IkT (ui|T )||0,T + ||∇pk+1
T IkT (ui|T ) − ∇pk+1

T ui,T ||0,T ,
(83)

for each T ∈ Ti,h, i ∈ {1, 2}. Thus, (80) is deduced from (83), after invoking (79) and Lemma
3.3. We omit further details. �

Remark 5.1 (L2-error estimate of the projection of the trace error). Concerning theL2-norm
of ξ̂h − ξh, Theorem 5.1 establishes that, for q ∈ {0, ..., k} :

||ξ̂h − ξh||Γ1,h
. hq+δ11 ||u1||q+1+δ1,T1,h + hq+δ22 ||u1||q+1+δ2,T2,h . (84)

On the other hand, we know that

h
1/2
Γ1
||ξ̂h − ξh||0,Γ1 . ||ξ̂h − ξh||Γ1,h

, (85)

since we are assuming that the partition on Γ1 is quasi-uniform (cf. (28)). Then, from (84) and
(85), we deduce that

||ξ̂h − ξh||0,Γ1 . h
−1/2
Γ1

(
hq+δ11 ||u1||q+1+δ1,T1,h + hq+δ22 ||u1||q+1+δ2,T2,h

)
. (86)

Our next aim, is to provide an error estimate in the L2-norm of the projection of the errors
ei,h := πkTi,hui − ui,h for each i ∈ {1, 2}, where given ui,h :=

(
(ui,T )T∈Ti,h , (ui,F )F∈Fi,h

)
, we

define ui,h as an element of L2(Ωi), such that

ui,h|T := ui,T and
(
πkTi,hui

)∣∣∣
T

:= πkTui ∀T ∈ Ti,h , i ∈ {1, 2} . (87)
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To this end, we introduce the following auxiliar problem: Given (w1, w2) ∈ L2(Ω1) × L2(Ω2)
with (w1, 1)0,Ω1 + (w2, 1)0,Ω2 = 0, we look for (z1, z2) ∈ U, such that, in weak sense, verifies

−∆ z1 = w1 in Ω1 , (88a)
−∆ z2 = w2 in Ω2 , (88b)
z1 − z2 = 0 on Γ1 , (88c)

∇z1 · n1 +∇z2 · n2 = 0 on Γ1 , (88d)
∇z2 · n2 = 0 on Γ2 . (88e)

Since the transmission conditions in (88) are homogeneous, it is known that (88) is equivalent
to: Find z ∈ H1(Ω) ∩ L2

0(Ω) such that:

−∆z =w in Ω := Ω1 ∪ Γ1 ∪ Ω2 ,

∂z

∂n2

= 0 on Γ2 := ∂Ω , (89)

with w ∈ L2
0(Ω) such that w|Ω1 = w1 and w|Ω2 = w2. In this case, z|Ω1 = z1 and z|Ω2 = z2.

Then, we assume further regularity on z, the weak solution of (89), so that z ∈ H2(Ω)∩L2
0(Ω),

and there exists C > 0, independent of the meshsize, such that

||z||22,Ω ≤ C ||w||20,Ω ,

or, equivalently
‖z1‖2

2,Ω1
+ ‖z2‖2

2,Ω2
≤ C

(
‖w1‖2

0,Ω1
+ ‖w2‖2

0,Ω2

)
. (90)

We remark that this assumption holds when, for example, the domain Ω := Ω1 ∪ Γ1 ∪ Ω2 is
convex. From here on, we introduce h := max{h1, h2}.

Theorem 5.2 (convergence estimate of the projection of the potential error). Assuming that the
exact solution (u1, u2) ∈ Hq+1+δ1(T1,h) × Hq+1+δ2(T2,h), with q ∈ {0, ..., k}, and there holds
the elliptic regularity property (90), we have, for k ≥ 1:

‖πkT1,hu1 − u1,h‖0,Ω1 + ‖πkT2,hu2 − u2,h‖0,Ω2

. h
(
h

2(q+δ1)
1 ||u1||2q+1+δ1,T1,h + h

2(q+δ2)
2 ||u2||2q+1+δ2,T2,h

)1/2

. (91)

For k = 0, assuming in addition that fi ∈ Hδi(Ti,h), for i ∈ {1, 2}, g1 ∈ P0(Γ1,h) and
g2 ∈ P0(Γ2,h), there holds

‖π0
T1,hu1 − u1,h‖0,Ω1 + ‖π0

T2,hu2 − u2,h‖0,Ω2

. h
(
h

2(δ1)
1 ||u1||21+δ1,T1,h + h

2(δ2)
2 ||u2||21+δ2,T2,h

)1/2

+
(
h

2(1+δ1)
1 ||f1||2δ1,T1,h + h

2(1+δ2)
2 ||f2||2δ2,T2,h

)1/2

. (92)

Proof. Let ((z1, z2), η) ∈ X := U × H−1/2(Γ1) be the solution of the corresponding mixed
variational formulation associated to (88), where η := ∇z1 ·n1 on Γ1 is introduced as auxiliary
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unknown. This formulation can be seen as (8), with F (v1, v2) := (w1, v1)Ω1 + (w2, v2)Ω2 , and
G(λ) := 0. Next, we denote by ((z1,h, z2,h), ηh) ∈ Xh the unique solution of the mixed HHO
scheme corresponding to (88), that is

Ah(((z1,h, z2,h), ηh), ((v1,h,v2,h), λh)) = (w1, v1,h)Ω1 + (w2, v2,h)Ω2 ∀((v1,h,v2,h), λh) ∈ Xh .

(93)

We notice that there holds ∀((v1,h,v2,h), λh) , ((w1,h,w2,h), ζh) ∈ Xh:

Ah(((w1,h,w2,h), ζh), ((v1,h,v2,h), λh)) = Ah(((v1,h,v2,h),−λh), ((w1,h,w2,h),−ζh)) . (94)

As a result, we notice that (93) can also be written as

Ah(((v1,h,v2,h), λh), ((z1,h, z2,h),−ηh)) = (w1, v1,h)Ω1 + (w2, v2,h)Ω2 ∀((v1,h,v2,h), λh) ∈ Xh .

(95)

This lets us to state that the dual consistency error is given by

Edh(((z1, z2), η), ((v1,h,v2,h), λh)) := Ah(((v1,h,v2,h), λh), ((ẑ1,h, ẑ2,h),−η̂h)))
− (w1, v1,h)Ω1 − (w2, v2,h)Ω2 ,

where ẑi,h := IkTi,h(zi) ∈ Uk
Ti,h , i ∈ {1, 2}, and η̂h =

(
πkF (η|F )

)
F∈Γ1,h

∈ Qk
h. Thanks to (94),

it is not difficult to check that ∀((v1,h,v2,h), λh) ∈ Xh there holds

Edh(((z1, z2), η), ((v1,h,v2,h),−λh)) = Ah(((ẑ1,h, ẑ2,h), η̂h), ((v1,h,v2,h), λh))

− (w1, v1,h)Ω1 − (w2, v2,h)Ω2

=: Eh(((z1, z2), η), ((v1,h,v2,h), λh)) . (96)

Now, invoking Lemma A.14 in the appendix in [33] with U := U, P := H−1/2(Γ1), Uh := Uk,0
Th ,

provided with the ||| · |||h−norm and interpolator Ih := IkTh (cf. (17)), Ph := Qk
h, equipped with

|| · ||Γ1,h
−norm and interpolator Jh := πkΓ1,h

:=
(
πkF

)
F∈Γ1,h

, ah := ah, and bh := bh. In

addition, we introduce L := L2
0(Ω), with the reconstruction operator rh : Uh → L such that

rh(vh) := vh. Then, the error estimate (A.30) in [33] reads as

||πkT1,hu1 − u1,h||0,Ω1 + ||πkT2,hu2 − u2,h||0,Ω2

≤ ||((u1,h,u2,h), ξh)− ((û1,h, û2,h), ξ̂h)||Xh
sup

(w1,w2)∈L2
0(Ω) , ||w||Ω=1

||Edh(((z1, z2), η), ·)||X∗h︸ ︷︷ ︸
T1

+ sup
(w1,w2)∈L2

0(Ω) , ||w||Ω=1

Eh(((u1, u2), ξ), ((ẑ1,h, ẑ2,h), η̂h))︸ ︷︷ ︸
T2

(97)

Then (91) and (92) are obtained after bounding the terms on the right hand side of (97).
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i) Bounding T1. From (79) in Theorem 5.1, we have

||((u1,h,u2,h), ξh)− ((û1,h, û2,h), ξ̂h)||Xh

. hq+δ11 ||u1||q+1+δ1,T1,h + hq+δ22 ||u2||q+1+δ2,T2,h . (98)

From (96), we notice that

||Edh(((z1, z2), η), ·)||X∗h = ||Eh(((z1, z2), η), ·)||X∗h ,

which is estimated by applying Lemma 5.2 with q = 0 and δ1 = δ2 = 1, yielding to

||Eh(((z1, z2), η), ·)||X∗h . (h1 ||z1||2,Ω1 + h2 ||z2||2,Ω2)

. h (||w1||0,Ω1 + ||w2||0,Ω2) , (99)

where the last inequality has been obtained after applying the ellipticity property (90).
Then, from (98) and (99), we deduce

|T1| . h
(
hq+δ11 ||u1||q+1+δ1,T1,h + hq+δ22 ||u2||q+1+δ2,T2,h

)
. (100)

ii) Bounding T2. At this point, we need to consider two cases: k ≥ 1 and k = 0.

ii.A) The case k ≥ 1. Taking into account (63) and the orthogonality property of pk+1
T (20), we

proceed as in the derivation of (73), and obtain

Ẽh(((u1, u2), ξ), ((ẑ1,h, ẑ2,h))) =
∑
T∈T1,h

∑
F∈FT

(πkF z1 − πkT z1,∇(u

̂
1,T − u1) · nTF )F︸ ︷︷ ︸

E1

+
∑
S∈T2,h

∑
F∈FS

(πkF z2 − πkSz2,∇(u

̂

2,S − u2) · nSF )F︸ ︷︷ ︸
E2

+
∑
T∈T1,h

jT (û1,T , ẑ1,T )︸ ︷︷ ︸
E3

+
∑
S∈T2,h

jS(û2,S, ẑ2,S)︸ ︷︷ ︸
E4

.

(101)

Now, taking into account (22) and (14) (with l = q ≥ 1 and t = 2), we deduce

|E1| .
∑
T∈T1,h

hq+1+δ1
T ||u1||q+1+δ1,T ||z1||2,T . (102)

On the other hand, we notice that

jT (û1,T , ẑ1,T ) ≤ jT (û1,T , û1,T )1/2jT (ẑ1,T , ẑ1,T )1/2

. (hq+δ1T |u1|q+1+δ1)(hT |z1|2,T ) , (103)
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and then we derive

|E3| .
∑
T∈T1,h

hq+1+δ1
T ||u1||q+1+δ1,T ||z1||2,T . (104)

Proceeding in analogous way, we find that

|E2| .
∑
T∈T2,h

hq+1+δ2
T ||u2||q+1+δ2,T ||z2||2,T , (105)

|E4| .
∑
T∈T2,h

hq+1+δ2
T ||u2||q+1+δ2,T ||z2||2,T . (106)

Now, thanks to (102), (105), (104), (106), and the elliptic regularity property (90), we are
able to bound
Ẽh(((u1, u2), ξ), ((ẑ1,h, ẑ2,h))) (cf. (101)), and then T2, arriving to

|T2| .

 ∑
T∈T1,h

h
2(q+1+δ1)
T ||u1||2q+1+δ1,T

+
∑
T∈T2,h

h
2(q+1+δ2)
T ||u2||2q+1+δ2,T

1/2

. (107)

ii.B) The case k = 0. It is not difficult to establish

(f1, π
0
T z1)T = (π0

Tf1, z1)T = (π0
Tf1 − f1, z1 − π0

T z1)T + (f1, z1)T ∀T ∈ T1,h ,
(108)

(f2, π
0
Sz2)S = (π0

Sf2, z2)S = (π0
Sf2 − f2, z2 − π0

Sz2)S + (f2, z2)S ∀S ∈ T2,h ,
(109)

(g1, π
0
F z2)F = (g1, z2)F ∀F ∈ Γ1,h ,

(110)

(g2, π
0
F z2)F = (g2, z2)F ∀F ∈ Γ2,h .

(111)

Now, taking (v1, v2) := (z1, z2) ∈ U in (8a), we have

(f1, z1)Ω1 + (f2, z2)Ω2 + 〈g1, γ
+
0 (z2)〉Γ1 + 〈g2, γ

+
0 (z2)〉Γ2

= (∇u1,∇z1)Ω1 + (∇u2,∇z2)Ω2 + 〈ξ, γ+
0 (z2)− γ−0 (z1)︸ ︷︷ ︸

=0

〉Γ1 ,

and from (108)-(111), we deduce that∑
T∈T1,h

(f1, π
0
T z1)T +

∑
S∈T2,h

(f2, π
0
Sz2)S +

∑
F∈Γ1,h

(g1, π
0
F z2)F +

∑
F∈Γ2,h

(g2, π
0
F z2)F

=
∑
T∈T1,h

(π0
Tf1 − f1, z1 − π0

T z1)T +
∑
S∈T2,h

(π0
Sf2 − f2, z2 − π0

Sz2)S

+ (∇u1,∇z1)Ω1 + (∇u2,∇z2)Ω2 . (112)
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Then, taking into account (63) and (112), we have

Eh(((u1, u2), ξ), ((ẑ1,h, ẑ2,h), η̂h))

=
∑
T∈T1,h

[
(∇p1

T I
0
Tu1,∇p1

T I
0
T z1)T − (∇u1,∇z1)T

]
︸ ︷︷ ︸

E1

+
∑
S∈T2,h

[
(∇p1

SI
0
Su1,∇p1

SI
0
Sz1)S − (∇u2,∇z2)S

]
︸ ︷︷ ︸

E2

+
∑
T∈T1,h

jT (û1,T , ẑ1,T )︸ ︷︷ ︸
E3

+
∑
S∈T2,h

jS(û2,S, ẑ2,S)︸ ︷︷ ︸
E4

−
∑
T∈T1,h

(π0
Tf1 − f1, z1 − π0

T z1)T︸ ︷︷ ︸
E5

−
∑
S∈T2,h

(π0
Sf2 − f2, z2 − π0

Sz2)S︸ ︷︷ ︸
E6

. (113)

In order to bound E1, we first notice that

(∇u1,∇z1)T − (∇p1
T I

0
Tu1,∇p1

T I
0
T z1)T = (∇u1 −∇p1

T I
0
Tu1,∇z1 −∇p1

T I
0
T z1)T ,

and, after take into consideration (22), we deduce

|E1| .

 ∑
T∈T1,h

h
2(1+δ1)
T ||u1||21+δ1,T

1/2

|z1|2,Ω1 . (114)

Proceeding in similar way, we also derive

|E2| .

 ∑
S∈T2,h

h
2(1+δ2)
S ||u2||21+δ2,S

1/2

|z2|2,Ω2 . (115)

Next, applying (103) with k = 0, we obtain

|E3| .

 ∑
T∈T1,h

h
2(1+δ1)
T ||u1||21+δ1,T

1/2

|z1|2,Ω1 , (116)

|E4| .

 ∑
T∈T2,h

h
2(1+δ2)
T ||u2||21+δ2,T

1/2

|z2|2,Ω1 . (117)
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For E5, we apply Cauchy-Schwarz inequality, and approximation theory, to have

|E5| ≤
∑
T∈T1,h

||π0
Tf1 − f1||T ||z1 − π0

T z1||T

≤
∑
T∈T1,h

(
hδ1T ||f1||δ1,T

)
(hT |z1|1,T )

.

 ∑
T∈T1,h

h
2(1+δ1)
T ||f1||2δ1,T

1/2

|z1|1,Ω1 . (118)

Analogously, we derive

|E6| .

 ∑
T∈T2,h

h
2(1+δ1)
T ||f2||2δ2,T

1/2

|z2|1,Ω2 . (119)

Then, T2 is bounded from (114)-(119). Finally, the conclusion is also achieved in this
case, thanks to (100) (which also holds for k = 0). We omit further details.

�
Following the ideas given in the proof of Theorem 2.32 in [33] (see also the proof of Theorem

6.3 in [20]), and with the help of Theorem 5.2, we can establish a super convergent L2-error
estimate of the reconstructive potential error.

Theorem 5.3 (L2-error estimate). Assuming that (u1, u2) ∈ Hq+1+δ1(T1,h) × Hq+1+δ2(T2,h),
with q ∈ {0, ..., k}, and the elliptic regularity property (90), we have, for k ≥ 1:

‖pk+1
h u1,h − u1‖0,Ω1 + ‖pk+1

h u2,h − u2‖0,Ω2

. h
(
h

2(q+δ1)
1 ||u1||2q+1+δ1,T1,h + h

2(q+δ2)
2 ||u2||2q+1+δ2,T2,h

)1/2

, (120)

For k = 0, assuming in addition that fi ∈ Hδi(Ti,h), for i ∈ {1, 2}, g1 ∈ P0(Γ1,h) and
g2 ∈ P0(Γ2,h), there holds

‖p1
hu1,h − u1‖0,Ω1 + ‖p1

hu2,h − u2‖0,Ω2

. h
(
h2δ1

1 ||u1||21+δ1,T1,h + h2δ2
2 ||u2||21+δ2,T2,h

)1/2

+
(
h

2(1+δ1)
1 ||f1||2δ1,T1,h + h

2(1+δ2)
2 ||f2||2δ2,T2,h

)1/2

. (121)

6 Computational implementation aspects
We start remarking that the condition (v1,h, 1)Ω1 + (v2,h, 1)Ω2 = 0 given in the definition of
discrete space Uk,0

Th , make it difficult to find a basis. Then, we impose this restriction in the
HHO variational formulation with the help of a Lagrange multiplier. This procedure yields to

27



the following equivalent discrete scheme: Find (u1,h,u2,h, α, ξh) ∈ Uk
T1,h × Uk

T2,h × R × Qk
h

such that∑
T∈T1,h

aT (u1,T ,v1,T ) + α

( ∑
T∈T1,h

(v1,T , 1)T +
∑
S∈T2,h

(v2,S, 1)S

)
+
∑
F∈Γ1,h

(v2,F − v1,F , ξF )F

+
∑
S∈T2,h

aS(u2,S,v2,S) + β

( ∑
T∈T1,h

(u1,T , 1)T +
∑
S∈T2,h

(u2,S, 1)S

)
+
∑
F∈Γ1,h

(u2,F − u1,F , λF )F

= Fh(v1,h,v2,h)−Gh(λh) ∀(v1,h,v2,h, β, λh) ∈ Uk
T1,h ×Uk

T2,h × R×Qk
h, (122)

where we rewrite (39) as

Fh(v1,h,v2,h) =
∑
T∈T1,h

(f1, v1,T )T +
∑

F∈FT∩Γ1,h

(g1, v2,F )F


+
∑
S∈T2,h

(f2, v2,S)S +
∑

F∈FS∩Γ2,h

(g2, v2,F )F

 ,

=
∑
T∈T1,h

F 1
T (v1,T ) +

∑
S∈T2,h

F 2
S(v2,S), (123)

and
Gh(λh) =

∑
F∈Γ1,h

(λF , g)F ∀λh := (λF )F∈Γ1,h
∈ Qk

h . (124)

For integers l ≥ 0 and n ≥ 0, we denote by N l
n :=

(
l + n
l

)
the dimension of the space

polynomial in Rn, of degree at most l.
Now, given vi,h in the global discrete space Uk

Ti,h , we collect its components with respect
to the polynomial bases attached to the mesh cells and faces, in a global component vector
denoted by VTF(i) ∈ RNk

T (i), with

Nk
T (i) := dim(Uk

Ti,h) = card(Ti,h)×Nk
d + card(Fi,h)×Nk

d−1 for i ∈ {1, 2}. (125)

Here, Nk
d and Nk

d−1 denote the dimension of the corresponding local cell and face bases (d
represents the space dimension). We can decompose the global vector of coefficients as

VTF(i) =

[
VT (i)
VF(i)

]
, (126)

where the vectors VT (i) and VF(i) collect the coefficients associated to element-based and face-
based DOFS for each subdomain, respectively.

Also, the restriction of VTF(i) over their components associated to T , ∂T and S, ∂S are
denoted by the local component vectors VTFT ∈ RNk

T and VSFS ∈ RNk
S , respectively. In similar

way, we can split these local vectors as

VTFT =

[
VT
VFT

]
and VSFS =

[
VS
VFS

]
, (127)
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with VT , VFT , and VS , VFS , collecting the coefficients associated to the bases of the elements T ,
S, and their linked faces, correspondingly.

Expressing the functions in the discrete formulation (122) as a linear combination of its
respective basis functions, we obtain the following problem: Find (UTF(1), UTF(2), α, ξ) ∈
RNk

T (1) × RNk
T (2) × R× RNk

F such that∑
T∈T1,h

V t
TFTA(T )UTFT + α

( ∑
T∈T1,h

V t
TMT +

∑
S∈T2,h

V t
SMS

)
+
∑
F∈Γ1,h

[V 2
F − V 1

F ]tMFF ξF

+
∑
S∈T2,h

V t
SFSA(S)USFS + β

( ∑
T∈T1,h

M t
TUT +

∑
S∈T2,h

M t
SUS

)
+
∑
F∈Γ1,h

λtFMFF [U2
F − U1

F ]

=
∑
T∈T1,h

V t
TFTF (T ) +

∑
S∈T2,h

V t
SFSF (S)−

∑
F∈Γ1,h

λtFGF , (128)

for all (VTF(1), VTF(2), β, λ) ∈ RNk
T (1)×RNk

T (2)×R×RNk
F , where Nk

F := card(Γ1,h)×Nk
d−1.

Here, the local matrices A(T ), A(S) represent the local bilinear forms aT and aS respec-
tively. The local vector F (T ), F (S) represent the linear functionals F 1

T and F 2
S in (123) re-

spectively, and GF represents the linear functional (λF , g)F in (124). The vector MT ∈ RNk
d

collects the average of the local base functions on T and for each F ∈ Γ1,h, we define MFF :=
[(ψi, ψj)]1≤i,j≤Nk

d−1
, where ψi represent the face polynomials on F .

In order to eliminate the element-based DOFS (by static condensation), we divide in blocks
the following matrices

A(T ) =

[
ATT ATFT

AtTFT AFTFT

]
, F (T ) =

[
FT
FFT

]
, (129)

A(S) =

[
ASS ASFS

AtSFS AFSFS

]
, F (S) =

[
FS
FFS

]
, (130)

Arranging the equation (128) in a matrix form, where we collect/assemble the submatricesATT ,
ATFT , AFTFT , FT , FFT in ATT (1), ATF(1), AFF(1), FT (1), FF(1), and ASS , ASFS , AFSFS , FS ,
FFS inATT (2),ATF(2),AFF(2), FT (2), FF(2), respectively, we obtain the linear global system
corresponding to the discrete problem (122):

ATT (1) 0 ATF(1) 0 MT (1) 0

0 ATT (2) 0 ATF(2) MT (2) 0

AtTF(1) 0 AFF(1) 0 0 −MΓΓ

0 AtTF(2) 0 AFF(2) 0 MΓΓ

M t
T (1) M t

T (2) 0 0 0 0

0 0 −M t
ΓΓ M t

ΓΓ 0 0





UT (1)

UT (2)

UF(1)

UF(2)

α

ξΓ


=



FT (1)

FT (2)

FF(1)

FF(2)

0

−GΓ


,

(131)
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where MT (1), MT (2), GΓ and MΓΓ collect the vectors MT , MS , GF and the matrices MFF , re-
spectively. UT (1), UT (2), UF(1), UF(2) and ξΓ assemble the coefficients of the local unknowns
UT , US , UFT , UFS and ξF , respectively. Now, we compact the system (131), as

ATT ATF MT 0

AtTF AFF 0 MFΓ

M t
T 0 0 0

0 M t
FΓ 0 0




UT

UF

α

ξΓ

 =


FT

FF

0

−GΓ

 . (132)

Then, computing the Schur complement of the blockATT of the system (132), we deduce another
linear system, on the skeleton, as follows:

AFF − AtTFA−1
TTATF −AtTFA−1

TTMT MFΓ

−M t
TA
−1
TTATF −M t

TA
−1
TTMT 0

M t
FΓ 0 0



UF

α

ξΓ

 =


FF − AtTFA−1

TT FT

−M t
TA
−1
TT FT

−GΓ

 ,
(133)

Instead of solving the global system (132), whose size is

2∑
i=1

[
card(Ti,h)×Nk

d + card(Fi,h)×Nk
d−1

]
+Nk

F + 1, (134)

we solve the reduced system (133), whose DOF corresponds to the skeleton of the mesh, then
its size is

card(F1,h)×Nk
d−1 + card(F2,h)×Nk

d−1 +Nk
F + 1 . (135)

Therefore, we obtain UF , the vector of coefficients of variables polynomials faces and ξΓ, the
vector of coefficients of the auxiliary variable transmission ξ. We remark that the faces on trans-
mission boundary are counted three times, two times for the skeleton mesh of each subdomain,
and one more for the transmission condition.

Denoting by ←−−−
T∈Th

the usual assembling procedure based on a global DOF map, we can

assemble all matrix products appearing in (133) directly from their local counterparts for each
T and S of their subdomains, as

FF − AtTFA−1
TT FT ←−−−

T∈Th
FFT − AtTFTA

−1
TTFT , AtTFA

−1
TTMT ←−−−

T∈Th
AtTFTA

−1
TTMT ,

AFF − AtTFA−1
TTATF ←−−−

T∈Th
AFTFT − AtTFTA

−1
TTATFT ,

M t
TA
−1
TTMT =

∑
T∈T1,h

M t
TA
−1
TTMT +

∑
S∈T2,h

M t
SA
−1
SSMS,

and M t
TA
−1
TTBT =

∑
T∈T1,h

M t
TA
−1
TTBT +

∑
S∈T2,h

M t
SA
−1
SSBS

Besides, from the static condensation (Schur complement), we can recover the global vector
UT , obtaining

UT = A−1
TT

[
FT − ÂTF ÛF

]
. (136)
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Letting α = 0 in ÛF , yields
UT = A−1

TT

(
FT − ATFUF

)
, (137)

After a post-processing procedure, we obtain the local vectors UT and US in each subdomain,
as follows

UT = A−1
TT

(
FT − ATFTUFT

)
, US = A−1

SS

(
FS − ASFSUFS

)
. (138)

7 Numerical results
In this section we present a comprehensive set of numerical tests to assess the theoretical results
we have obtained. In all cases, we consider a family of uniform simplicial meshes, piecewise
polynomials of degree at most k, with k ∈ {0, 1, 2, 3, 4} to approximate the exact solution. The
experimental order of convergence (r), is computed as

r = log(eT /eT̃ )/ log(hT /hT̃ ) ,

where eT and eT̃ are the errors associated to the corresponding variable considering two con-
secutive meshes T and T̃ , respectively.

The numerical tests have been run considering a modification of the code used in [19],
which is based, in turn, on the one developed by Di Pietro in [30, 32]. The implementation of
local gradient reconstruction operator (18), L2-orthogonal projectors πkT and πkF , are based on
the linear algebra facilities (robust Cholesky factorization) provided by the Eigen3 library [40].
The reduced system on the skeleton (133) is solved by using SuperLU [25] through the PETSc
3.4 interface [6].

From here on, given (u1, u2, ξ) and (u1,h,u2,h, ξh) the unique solutions of (8) and (38),
respectively, we introduce the potential error as

• Energy norm of the potential error: ||(û1,h, û2,h)− (u1,h,u2,h)||a,h,

• L2-norm of the flux error:
(
||∇u1 −∇hp

k+1
h u1,h||20,Ω1

+ ||∇u2 −∇hp
k+1
h u2,h||20,Ω2

)1/2
,

• Discrete norm of the projection of the trace error: ||ξ̂h − ξh||Γ1,h
,

• L2- norm of the projection of the trace error: ||ξ̂h − ξh||0,Γ1 ,

• L2-norm of the potential error:(
||u1,h − πkT1,hu1||20,Ω1

+ ||u2,h − πkT2,hu2||20,Ω2
||
)1/2

,

• L2-norm of the reconstructive potential error:(
||u1 − pk+1

h u1,h||20,Ω1
+ ||u2 − pk+1

h u2,h||20,Ω2

)1/2
,

where ûi,h := IkTi,hui ∈ Uk
Ti,h , for i ∈ {1, 2}.
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7.1 Example 1: Regular test case
We solve a transmission problem with subdomains Ω1 := (0, 1)2 and Ω2 := (−1, 2)2 \ Ω1 (see
Figure 3), such that the exact solution is given by

u1(x, y) = (ex−1)(x−1)(ey−1)(y−1)−e2+5e−25

4
, u2(x, y) = sin(πx) sin(πy). (139)

On the transmission boundary, we have nonhomogeneous jump of trace of their potentials,
and also nonhomogeneous jump of normal trace of their fluxes. Table 1 shows the histories of
convergence of the energy norm of the potential error and the flux error vs meshsize, noticing
that they converge at the optimal orders k + 1, when the exact solution is approximated by
piecewise polynomials of degree at most k ∈ {0, ..., 4}. On the other hand, in Table 2, we
show the corresponding history of convergence of the auxiliary unknown ξ, considering the
discrete trace (29) and the standard L2−norms. We observe convergence in both two cases, for
k ∈ {0, ..., 4}, with orders k + 3/2 and k + 1, respectively. In Table 3, we include the histories
of convergence in L2−norm of the potential and reconstructive potential errors, which behave
as O(hk+2). We remark that all these results are in agreement with Theorems 5.1, 5.2, and 5.3,
as well as Remark 5.1, considering δ1 = δ2 = 1, and they can also be observed in Figures 4,
5 and 6. In the case of ξ, we notice that rate of convergence in || · ||Γ1,h

is 1/2 faster than the
predicted by Theorem 5.1.

Figure 3: First two simplicial meshes for Example 1.
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(a) Energy norm of the potential error vs. h (b) L2-norm of the flux error vs. h

Figure 4: Rates of convergence of the (a) energy norm of the potential error, and (b) flux error
(Example 1)

(a) ||ξ̂h − ξh||Γ1,h
vs. h (b) ||ξ̂h − ξh||0,Γ1

vs. h

Figure 5: Rates of convergence of the Lagrange multiplier considering the (a) Discrete trace
norm || · ||Γ1,h

, and (b) Standard L2−norm (Example 1)
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(a) L2-norm of the potential error vs. h (b) L2-norm of the reconstructive potential error vs.
h

Figure 6: Rates of convergence of the L2-norm of the (a) potential error, and (b) reconstructive
potential error (Example 1).

Table 1: Histories of convergence of the energy norm of the potential error and L2-norm of the
flux error, considering k ∈ {0, 1, 2, 3, 4} (Example 1)

Energy norm of the potential error
k = 0 k = 1 k = 2 k = 3 k = 4

h error rate error rate error rate error rate error rate

1.31e-01 1.16e+00 4.68e-01 5.85e-01 1.05e-01 1.27e-01
7.32e-02 7.21e-01 0.817 2.96e-01 0.790 9.15e-02 3.187 2.03e-02 2.835 3.59e-03 6.127
3.66e-02 3.91e-01 0.883 8.50e-02 1.798 1.31e-02 2.803 1.36e-03 3.903 1.11e-04 5.010
1.83e-02 2.00e-01 0.970 2.23e-02 1.928 1.70e-03 2.946 8.65e-05 3.970 3.38e-06 5.041
9.15e-03 1.00e-01 0.993 5.67e-03 1.978 2.15e-04 2.985 5.43e-06 3.993 1.04e-07 5.021
4.58e-03 5.02e-02 1.000 1.42e-03 1.997 2.69e-05 3.001 3.40e-07 4.005 3.24e-09 5.015

L2-norm of the flux error
k = 0 k = 1 k = 2 k = 3 k = 4

h error rate error rate error rate error rate error rate

1.31e-01 7.23e-02 2.82e-01 1.81e-01 2.80e-02 1.57e-02
7.32e-02 2.76e-01 -2.302 1.13e-01 1.567 1.89e-02 3.883 6.74e-03 2.448 8.31e-04 5.047
3.66e-02 1.34e-01 1.047 2.54e-02 2.158 1.38e-03 3.774 4.13e-04 4.030 4.18e-05 4.314
1.83e-02 6.59e-02 1.021 4.37e-03 2.540 1.04e-04 3.727 2.44e-05 4.080 1.51e-06 4.795
9.15e-03 3.28e-02 1.006 7.35e-04 2.572 9.25e-06 3.492 1.49e-06 4.034 4.92e-08 4.937
4.58e-03 1.64e-02 1.003 1.44e-04 2.360 9.57e-07 3.278 9.23e-08 4.019 1.56e-09 4.984
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Table 2: Histories of convergence of the L2−projection of ξ− ξh in || · ||Γ1,h
and || · ||0,Γ1 norms,

for k ∈ {0, 1, 2, 3, 4} (Example 1)

‖ξ̂h − ξh‖Γ1,h

k = 0 k = 1 k = 2 k = 3 k = 4
h error rate error rate error rate error rate error rate

1.31e-01 3.94e-02 2.56e-01 6.39e-01 9.66e-02 1.67e-01
7.32e-02 1.40e-01 -2.174 2.01e-01 0.419 5.89e-02 4.096 2.49e-02 2.329 3.26e-03 6.760
3.66e-02 2.87e-02 2.285 4.10e-02 2.291 5.68e-03 3.376 1.02e-03 4.613 8.82e-05 5.210
1.83e-02 5.48e-03 2.388 7.26e-03 2.499 5.13e-04 3.470 4.43e-05 4.523 2.02e-06 5.445
9.15e-03 1.00e-03 2.454 1.27e-03 2.518 4.54e-05 3.497 1.96e-06 4.501 4.47e-08 5.501
4.58e-03 1.79e-04 2.487 2.22e-04 2.519 4.01e-06 3.507 8.65e-08 4.506 1.05e-09 5.417

‖ξ̂h − ξh‖0,Γ1

k = 0 k = 1 k = 2 k = 3 k = 4
h error rate error rate error rate error rate error rate

1.31e-01 3.94e-02 2.56e-01 6.39e-01 9.66e-02 1.67e-01
7.32e-02 1.98e-01 -2.769 2.84e-01 -0.177 8.34e-02 3.500 3.52e-02 1.734 4.62e-03 6.164
3.66e-02 5.74e-02 1.785 8.20e-02 1.791 1.14e-02 2.876 2.04e-03 4.113 1.76e-04 4.710
1.83e-02 1.55e-02 1.888 2.05e-02 1.999 1.45e-03 2.970 1.25e-04 4.023 5.73e-06 4.945
9.15e-03 4.00e-03 1.954 5.07e-03 2.018 1.82e-04 2.997 7.82e-06 4.001 1.79e-07 5.001
4.58e-03 1.01e-03 1.986 1.25e-03 2.019 2.27e-05 3.006 4.89e-07 4.005 5.95e-09 4.916

Table 3: Histories of convergence of L2-norm of the potential and reconstructive potential
errors, considering k ∈ {0, 1, 2, 3, 4} (Example 1)

L2-norm of the potential error
k = 0 k = 1 k = 2 k = 3 k = 4

h error rate error rate error rate error rate error rate

1.31e-01 2.59e+00 6.82e-01 5.52e-01 8.61e-02 1.11e-01
7.32e-02 6.65e-01 2.338 1.61e-01 2.477 3.93e-02 4.542 9.08e-03 3.864 1.52e-03 7.369
3.66e-02 1.60e-01 2.053 1.93e-02 3.064 2.90e-03 3.759 3.16e-04 4.848 2.35e-05 6.016
1.83e-02 3.97e-02 2.013 2.23e-03 3.111 1.92e-04 3.918 1.02e-05 4.956 3.59e-07 6.032
9.15e-03 9.90e-03 2.003 2.69e-04 3.054 1.22e-05 3.976 3.20e-07 4.988 5.54e-09 6.017
4.58e-03 2.47e-03 2.004 3.32e-05 3.022 7.66e-07 3.999 1.00e-08 5.004 8.68e-11 6.005

L2-norm of the reconstructive potential error
k = 0 k = 1 k = 2 k = 3 k = 4

h error rate error rate error rate error rate error rate

1.31e-01 2.66e+00 7.52e-01 5.64e-01 8.86e-02 1.11e-01
7.32e-02 7.15e-01 2.259 1.70e-01 2.559 3.99e-02 4.551 9.12e-03 3.906 1.52e-03 7.369
3.66e-02 1.71e-01 2.067 2.03e-02 3.065 2.93e-03 3.768 3.17e-04 4.849 2.36e-05 6.015
1.83e-02 4.22e-02 2.017 2.34e-03 3.116 1.93e-04 3.920 1.02e-05 4.957 3.60e-07 6.031
9.15e-03 1.05e-02 2.004 2.81e-04 3.057 1.23e-05 3.977 3.21e-07 4.988 5.57e-09 6.016
4.58e-03 2.63e-03 2.004 3.47e-05 3.023 7.72e-07 4.000 1.01e-08 5.005 8.71e-11 6.006
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7.2 Example 2: Another regular test case
We solve (1) with subdomains Ω1 := (1, 2)2 and Ω2 := (0, 3)2 \ Ω1, and the data are such that
the exact solution is

u1(x, y) = sin(πx) sin(πy) − 4

π2
, u2(x, y) = cos(πx) cos(πy). (140)

We notice that in this case, g1 and g2 are nonhomogeneous on Γ1. Table 4 shows the history of
convergence of the energy norm of the potential error and the flux error, when approximating
the exact solution with piecewise polynomials of degree at most k ∈ {0, 1, 2, 3, 4}. In both two
cases, we observe that the rate of convergence is k + 2, as predicted by Theorem 5.1, with δ1

and δ2 close to 1. Concerning the auxiliary transmission unknown ξ, in Table 5 we report the
corresponding histories of convergence of the projection of ξ − ξh in a weighted L2− norm
as well as the usual L2−norm, for comparison. We notice that the rate of convergence of ξ
in the weighted norm is close to k + 3/2 (which is 1/2 faster than the predicted by Theorem
5.1). Also, we observe an order of convergence k + 1, for ξ in the usual L2-norm, which is in
agreement with Remark 5.1. The histories of convergence of L2−norm of the potential and the
reconstructive potential errors, are provided in Table 6. We notice that the rates of convergence
for these errors are k+ 2, in agreement with Theorems 5.2 and 5.3. Figure 7 shows the first two
initial meshes of the domain, considered in this numerical simulation, while Figures 8, 9 and
10 resume the information given in Tables 4,5 and 6, respectively.

Figure 7: First two simplicial meshes for Example 2
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(a) Energy norm of the potential error vs. h (b) L2-norm of the flux error vs. h

Figure 8: Rates of convergence of the (a) energy norm of the potential error, and (b) flux error
(Example 2)

(a) ||ξ̂h − ξh||Γ1,h
vs. h (b) ||ξ̂h − ξh||0,Γ1

vs. h

Figure 9: Rates of convergence of the Lagrange multiplier considering the (a) Discrete trace
norm || · ||Γ1,h

, and (b) Standard L2−norm (Example 2)
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(a) L2-norm of the potential error vs. h (b) L2-norm of the reconstructive potential error vs.
h

Figure 10: Rates of convergence of the L2-norm of the (a) potential error, and (b) reconstructive
potential error (Example 2)

Table 4: Histories of convergence of the energy norm of the potential error and L2-norm of the
flux error, considering k ∈ {0, 1, 2, 3, 4} (Example 2)

Energy norm of the potential error
k = 0 k = 1 k = 2 k = 3 k = 4

h error rate error rate error rate error rate error rate

1.31e-01 8.74e-01 1.00e+00 6.11e-01 1.14e-01 1.24e-01
7.32e-02 7.20e-01 0.334 2.94e-01 2.104 9.07e-02 3.276 2.01e-02 2.981 3.56e-03 6.102
3.66e-02 3.91e-01 0.882 8.44e-02 1.801 1.30e-02 2.803 1.35e-03 3.899 1.12e-04 4.996
1.83e-02 1.99e-01 0.970 2.22e-02 1.926 1.69e-03 2.941 8.63e-05 3.967 3.39e-06 5.039
9.15e-03 1.00e-01 0.993 5.65e-03 1.975 2.14e-04 2.982 5.43e-06 3.991 1.04e-07 5.023
4.58e-03 5.02e-02 1.000 1.42e-03 1.995 2.69e-05 2.999 3.40e-07 4.004 3.26e-09 5.010

L2-norm of the flux error
k = 0 k = 1 k = 2 k = 3 k = 4

h error rate error rate error rate error rate error rate

1.31e-01 7.45e-01 3.00e-01 1.53e-01 2.90e-02 2.51e-02
7.32e-02 2.75e-01 1.716 1.09e-01 1.732 1.95e-02 3.532 6.73e-03 2.507 8.89e-04 5.738
3.66e-02 1.33e-01 1.042 2.50e-02 2.126 1.62e-03 3.594 4.19e-04 4.007 4.14e-05 4.424
1.83e-02 6.58e-02 1.019 4.54e-03 2.463 1.30e-04 3.637 2.47e-05 4.085 1.50e-06 4.792
9.15e-03 3.28e-02 1.006 7.92e-04 2.519 1.15e-05 3.496 1.50e-06 4.041 4.90e-08 4.931
4.58e-03 1.64e-02 1.003 1.54e-04 2.367 1.13e-06 3.354 9.26e-08 4.023 1.56e-09 4.979
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Table 5: Histories of convergence of the L2−projection of ξ− ξh in || · ||Γ1,h
and || · ||0,Γ1 norms,

for k ∈ {0, 1, 2, 3, 4} (Example 2)

‖ξ̂h − ξh‖Γ1,h

k = 0 k = 1 k = 2 k = 3 k = 4
h error rate error rate error rate error rate error rate

1.31e-01 3.38e-02 5.43e-01 1.72e-01 1.43e-01 3.04e-01
7.32e-02 2.08e-01 -3.127 3.16e-01 0.933 8.74e-02 1.164 3.53e-02 2.399 4.99e-03 7.061
3.66e-02 4.36e-02 2.258 7.33e-02 2.107 9.84e-03 3.151 1.53e-03 4.527 8.52e-05 5.870
1.83e-02 8.21e-03 2.408 1.48e-02 2.306 9.09e-04 3.435 6.87e-05 4.478 1.56e-06 5.772
9.15e-03 1.48e-03 2.471 2.75e-03 2.432 8.09e-05 3.490 3.06e-06 4.490 3.22e-08 5.600
4.58e-03 2.63e-04 2.496 4.92e-04 2.485 7.16e-06 3.505 1.35e-07 4.504 1.30e-09 4.636

‖ξ̂h − ξh‖0,Γ1

k = 0 k = 1 k = 2 k = 3 k = 4
h error rate error rate error rate error rate error rate

1.31e-01 3.38e-02 5.43e-01 1.72e-01 1.43e-01 3.04e-01
7.32e-02 2.95e-01 -3.722 4.46e-01 0.337 1.24e-01 0.569 4.99e-02 1.803 7.05e-03 6.466
3.66e-02 8.71e-02 1.758 1.47e-01 1.607 1.97e-02 2.651 3.06e-03 4.027 1.70e-04 5.370
1.83e-02 2.32e-02 1.908 4.19e-02 1.806 2.57e-03 2.935 1.94e-04 3.978 4.41e-06 5.272
9.15e-03 5.92e-03 1.971 1.10e-02 1.932 3.24e-04 2.990 1.22e-05 3.990 1.29e-07 5.100
4.58e-03 1.49e-03 1.995 2.78e-03 1.984 4.05e-05 3.004 7.66e-07 4.003 7.36e-09 4.135

Table 6: Histories of convergence of L2-norm of the potential and reconstructive potential
errors, considering k ∈ {0, 1, 2, 3, 4} (Example 2)

L2-norm of the potential error
k = 0 k = 1 k = 2 k = 3 k = 4

h error rate error rate error rate error rate error rate

1.31e-01 2.81e+01 1.41e+00 6.02e-01 6.80e-02 1.11e-01
7.32e-02 7.05e-01 6.331 1.67e-01 3.671 4.17e-02 4.589 9.33e-03 3.413 1.57e-03 7.321
3.66e-02 1.69e-01 2.062 2.02e-02 3.048 3.01e-03 3.792 3.25e-04 4.844 2.45e-05 6.007
1.83e-02 4.17e-02 2.015 2.35e-03 3.106 1.99e-04 3.921 1.05e-05 4.951 3.74e-07 6.033
9.15e-03 1.04e-02 2.004 2.82e-04 3.059 1.26e-05 3.975 3.32e-07 4.985 5.76e-09 6.018
4.58e-03 2.60e-03 2.004 3.46e-05 3.027 7.94e-07 3.998 1.04e-08 5.003 8.99e-11 6.012

L2-norm of the reconstructive potential error
k = 0 k = 1 k = 2 k = 3 k = 4

h error rate error rate error rate error rate error rate

1.31e-01 5.39e+01 1.46e+00 6.13e-01 7.14e-02 1.12e-01
7.32e-02 7.57e-01 7.331 1.75e-01 3.646 4.23e-02 4.595 9.37e-03 3.490 1.58e-03 7.321
3.66e-02 1.80e-01 2.075 2.12e-02 3.050 3.04e-03 3.799 3.26e-04 4.845 2.45e-05 6.006
1.83e-02 4.43e-02 2.019 2.45e-03 3.109 2.00e-04 3.923 1.05e-05 4.952 3.75e-07 6.032
9.15e-03 1.10e-02 2.005 2.94e-04 3.061 1.27e-05 3.975 3.33e-07 4.985 5.79e-09 6.018
4.58e-03 2.76e-03 2.004 3.61e-05 3.029 8.00e-07 3.999 1.04e-08 5.003 9.03e-11 6.012
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7.3 Example 3: A numerical singularity
We solve transmission problem (1), considering Ω1 := (−1/2, 1/2)2 and Ω2 := (−2, 2)2 \ Ω1,
with given data such that the exact solution is

u1(x, y) =
xy

(x− 0.55)2 + y2
, u2(x, y) =

x− y
x2 + y2

. (141)

We pointwise that in this case, u1 presents a singularity at (0.55, 0), which is close to Γ1. For
this example, we consider two families of simplicial meshes: one conforming mesh and the other
non-conforming, with hanging nodes just on Γ1. We emphasize that the latter is not covered by
the current theory, so our aim is to check the robustness of our scheme in this situation.

7.3.1 Results when solving using conforming meshes

From Tables 7, 8 and 9, we observe that the method converges at the optimal rates of conver-
gence, in agreement with Theorems 5.1, 5.2 and 5.3, and Remark 5.1. Figure 11 shows the first
two conforming meshes, considered in this situation, while in Figure 12 we display the rates
of convergence of energy norm of the potential error and L2-norm of the flux error. Moreover,
the rates of convergence of ξ̂h − ξh in || · ||Γ1,h

and || · ||0,Γ1 norms, are shown in Figure 13.
Information contained in Table 9 is reported in Figure 14.

Figure 11: First two conforming meshes for Example 3.

40



(a) Energy norm of the potential error vs. h (b) L2-norm of the flux error vs. h

Figure 12: Rates of convergence of the (a) energy norm of the potential error, and (b) flux error
(Example 3, conforming meshes)

(a) ||ξ̂h − ξh||Γ1,h
vs. h (b) ||ξ̂h − ξh||0,Γ1

vs. h

Figure 13: Rates of convergence of the Lagrange multiplier considering the (a) Discrete trace
norm || · ||Γ1,h

, and (b) Standard L2−norm (Example 3, conforming meshes)
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(a) L2-norm of the potential error vs. h (b) L2-norm of the reconstructive potential error vs.
h

Figure 14: Rates of convergence of the L2-norm of the (a) potential error, and (b) reconstructive
potential error (Example 3, conforming meshes)

Table 7: Histories of convergence of the energy norm of the potential error and L2-norm of the
flux error, considering k ∈ {0, 1, 2, 3, 4} (Example 3, conforming meshes)

Energy norm of the potential error
k = 0 k = 1 k = 2 k = 3 k = 4

h error rate error rate error rate error rate error rate

2.16e-01 7.57e-01 1.85e+00 1.87e+00 1.22e+00 6.09e-01
1.10e-01 1.01e+00 -0.419 1.16e+00 0.689 5.87e-01 1.718 3.59e-01 1.814 4.43e-01 0.472
5.49e-02 6.46e-01 0.635 4.09e-01 1.500 2.60e-01 1.170 2.89e-01 0.311 1.86e-01 1.249
2.75e-02 3.68e-01 0.816 1.76e-01 1.221 1.57e-01 0.730 6.79e-02 2.095 2.63e-02 2.828
1.37e-02 2.32e-01 0.662 1.01e-01 0.798 3.47e-02 2.166 7.69e-03 3.127 1.65e-03 3.978
6.86e-03 1.28e-01 0.861 3.22e-02 1.650 5.29e-03 2.721 7.10e-04 3.444 8.89e-05 4.220
3.43e-03 6.60e-02 0.952 8.77e-03 1.878 7.32e-04 2.854 4.91e-05 3.854 3.07e-06 4.856

L2-norm of the flux error
k = 0 k = 1 k = 2 k = 3 k = 4

h error rate error rate error rate error rate error rate

2.16e-01 7.04e-01 1.01e+00 8.45e-01 6.18e-01 3.88e-01
1.10e-01 9.90e-01 -0.505 6.79e-01 0.582 3.34e-01 1.375 2.33e-01 1.446 1.42e-01 1.490
5.49e-02 6.36e-01 0.637 2.80e-01 1.274 1.62e-01 1.046 8.60e-02 1.433 5.29e-02 1.419
2.75e-02 3.61e-01 0.821 1.33e-01 1.081 6.23e-02 1.378 2.60e-02 1.729 9.36e-03 2.505
1.37e-02 2.28e-01 0.656 5.26e-02 1.328 1.20e-02 2.364 3.71e-03 2.797 6.98e-04 3.725
6.86e-03 1.26e-01 0.859 1.41e-02 1.907 1.56e-03 2.949 2.82e-04 3.724 3.77e-05 4.221
3.43e-03 6.51e-02 0.951 3.27e-03 2.107 1.87e-04 3.062 1.98e-05 3.830 1.49e-06 4.659
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Table 8: Histories of convergence of the L2−projection of ξ− ξh in || · ||Γ1,h
and || · ||0,Γ1 norms,

for k ∈ {0, 1, 2, 3, 4} (Example 3, conforming meshes)

‖ξ̂h − ξh‖Γ1,h

k = 0 k = 1 k = 2 k = 3 k = 4
h error rate error rate error rate error rate error rate

2.16e-01 3.11e+00 8.67e+00 9.49e+00 6.14e+00 2.87e+00
1.10e-01 4.23e+00 -0.457 5.52e+00 0.668 2.74e+00 1.842 1.27e+00 2.330 2.11e+00 0.457
5.49e-02 2.68e+00 0.658 1.66e+00 1.732 8.86e-01 1.623 1.36e+00 -0.097 8.49e-01 1.309
2.75e-02 1.09e+00 1.299 4.01e-01 2.052 6.98e-01 0.346 2.90e-01 2.239 9.73e-02 3.134
1.37e-02 3.91e-01 1.476 2.85e-01 0.489 1.32e-01 2.391 2.46e-02 3.539 6.48e-03 3.888
6.86e-03 1.20e-01 1.708 7.96e-02 1.845 1.38e-02 3.258 2.01e-03 3.622 2.18e-04 4.906
3.43e-03 2.89e-02 2.054 1.70e-02 2.225 1.45e-03 3.253 1.14e-04 4.135 6.66e-06 5.030

‖ξ̂h − ξh‖0,Γ1

k = 0 k = 1 k = 2 k = 3 k = 4
h error rate error rate error rate error rate error rate

2.16e-01 4.40e+00 1.23e+01 1.34e+01 8.68e+00 4.06e+00
1.10e-01 8.47e+00 -0.970 1.10e+01 0.154 5.47e+00 1.328 2.55e+00 1.817 4.22e+00 -0.056
5.49e-02 7.58e+00 0.159 4.69e+00 1.234 2.51e+00 1.124 3.85e+00 -0.595 2.40e+00 0.810
2.75e-02 4.37e+00 0.797 1.60e+00 1.551 2.79e+00 -0.156 1.16e+00 1.738 3.89e-01 2.633
1.37e-02 2.21e+00 0.979 1.61e+00 -0.008 7.46e-01 1.894 1.39e-01 3.042 3.67e-02 3.391
6.86e-03 9.59e-01 1.207 6.37e-01 1.344 1.11e-01 2.757 1.61e-02 3.121 1.74e-03 4.405
3.43e-03 3.27e-01 1.554 1.93e-01 1.725 1.64e-02 2.753 1.29e-03 3.635 7.54e-05 4.530
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Table 9: Histories of convergence of L2-norm of the potential and reconstructive potential
errors, considering k ∈ {0, 1, 2, 3, 4} (Example 3, conforming meshes)

L2-norm of the potential error
k = 0 k = 1 k = 2 k = 3 k = 4

h error rate error rate error rate error rate error rate

2.16e-01 5.06e-01 6.75e-01 6.25e-01 3.30e-01 1.24e-01
1.10e-01 4.61e-01 0.138 2.17e-01 1.679 9.01e-02 2.870 4.26e-02 3.036 6.30e-02 1.001
5.49e-02 1.29e-01 1.830 3.40e-02 2.672 1.76e-02 2.348 2.28e-02 0.900 1.29e-02 2.276
2.75e-02 2.13e-02 2.605 5.51e-03 2.631 6.56e-03 1.430 2.41e-03 3.250 8.32e-04 3.970
1.37e-02 5.27e-03 2.008 1.91e-03 1.521 7.08e-04 3.195 1.15e-04 4.367 2.63e-05 4.959
6.86e-03 1.41e-03 1.907 2.94e-04 2.706 5.16e-05 3.786 6.16e-06 4.229 7.34e-07 5.172
3.43e-03 3.74e-04 1.912 3.73e-05 2.978 3.55e-06 3.861 2.21e-07 4.804 1.24e-08 5.893

L2-norm of the reconstructive potential error
k = 0 k = 1 k = 2 k = 3 k = 4

h error rate error rate error rate error rate error rate

2.16e-01 7.01e-01 7.13e-01 6.30e-01 3.32e-01 1.25e-01
1.10e-01 5.96e-01 0.238 2.33e-01 1.659 9.24e-02 2.846 4.35e-02 3.013 6.31e-02 1.011
5.49e-02 1.83e-01 1.699 3.83e-02 2.598 1.88e-02 2.292 2.29e-02 0.924 1.30e-02 2.277
2.75e-02 3.96e-02 2.217 7.31e-03 2.394 6.65e-03 1.502 2.42e-03 3.248 8.35e-04 3.969
1.37e-02 1.06e-02 1.884 2.14e-03 1.766 7.16e-04 3.197 1.16e-04 4.359 2.64e-05 4.957
6.86e-03 2.81e-03 1.924 3.22e-04 2.735 5.22e-05 3.786 6.20e-06 4.237 7.37e-07 5.173
3.43e-03 7.23e-04 1.959 4.07e-05 2.985 3.59e-06 3.864 2.22e-07 4.805 1.24e-08 5.892

7.3.2 Results when solving with meshes having hanging nodes only on Γ1

The purpose here is to exhibit the robustness of the method when a family of meshes with hang-
ing nodes only on Γ1 is considered. We emphasize that this case is not covered by the current
analysis. From Tables 10, 11 and 12, we observe that the different errors we have considered,
go to zero at the optimal rates of convergence as indicated in Theorems 5.1, 5.2 and 5.3, as well
as in Remark 5.1. Figure 7 shows the first two initial meshes (with hanging nodes on Γ1) of the
domain, to perform this numerical simulation., In addition, Figures 16, 17 and 18, resume the
information given in Tables 10, 11 and 12, respectively. This gives us numerical evidence that
the approach can be extended to deal, at least, with hanging nodes on Γ1. This could be the
subject of future work.
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Figure 15: First two meshes with hanging nodes on Γ1

(a) Energy norm of the potential error vs. h (b) L2-norm of the flux error vs. h

Figure 16: Rates of convergence of the (a) energy norm of the potential error, and (b) flux error
(Example 3, nonconforming meshes)
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(a) ||ξ̂h − ξh||Γ1,h
vs. h (b) ||ξ̂h − ξh||0,Γ1

vs. h

Figure 17: Rates of convergence of the Lagrange multiplier considering the (a) Discrete trace
norm || · ||Γ1,h

, and (b) Standard L2−norm (Example 3, nonconforming meshes)

(a) L2-norm of the potential error vs. h (b) L2-norm of the reconstructive potential error vs.
h

Figure 18: Rates of convergence of the L2-norm of the (a) potential error, and (b) reconstructive
potential error (Example 3, nonconforming meshes)
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Table 10: Histories of convergence of the energy norm of the potential error and L2-norm of the
flux error, considering k ∈ {0, 1, 2, 3, 4} using meshes with hanging nodes on Γ1 (Example 3)

Energy norm of the potential error
k = 0 k = 1 k = 2 k = 3 k = 4

h error rate error rate error rate error rate error rate

2.16e-01 7.19e-01 1.73e+00 1.75e+00 1.17e+00 6.06e-01
1.10e-01 9.78e-01 -0.456 1.13e+00 0.639 5.70e-01 1.661 3.52e-01 1.779 4.12e-01 0.574
5.49e-02 6.31e-01 0.630 4.01e-01 1.486 2.53e-01 1.172 2.69e-01 0.390 1.77e-01 1.217
2.75e-02 3.64e-01 0.795 1.76e-01 1.193 1.48e-01 0.771 6.52e-02 2.048 2.62e-02 2.762
1.37e-02 2.32e-01 0.646 9.87e-02 0.829 3.35e-02 2.133 7.70e-03 3.066 1.60e-03 4.013
6.86e-03 1.28e-01 0.862 3.17e-02 1.642 5.23e-03 2.687 7.04e-04 3.458 8.81e-05 4.189
3.43e-03 6.61e-02 0.952 8.69e-03 1.868 7.25e-04 2.849 4.89e-05 3.850 3.05e-06 4.853

L2-norm of the flux error
k = 0 k = 1 k = 2 k = 3 k = 4

h error rate error rate error rate error rate error rate

6.59e-01 5.68e-01 8.38e-01 7.48e-01 5.84e-01 3.76e-01
3.30e-01 8.82e-01 -0.637 6.51e-01 0.365 3.30e-01 1.183 2.34e-01 1.322 1.44e-01 1.386
1.65e-01 5.70e-01 0.630 2.73e-01 1.252 1.60e-01 1.044 8.57e-02 1.449 5.14e-02 1.487
8.24e-02 3.44e-01 0.728 1.33e-01 1.042 5.97e-02 1.420 2.58e-02 1.728 9.04e-03 2.502
4.12e-02 2.28e-01 0.591 5.16e-02 1.360 1.18e-02 2.340 3.63e-03 2.830 7.03e-04 3.684
2.06e-02 1.26e-01 0.857 1.40e-02 1.882 1.57e-03 2.912 2.79e-04 3.702 3.74e-05 4.233
1.03e-02 6.52e-02 0.951 3.29e-03 2.090 1.87e-04 3.064 1.96e-05 3.827 1.49e-06 4.652
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Table 11: Histories of convergence of the L2−projection of ξ−ξh in || · ||Γ1,h
and || · ||0,Γ1 norms,

for k ∈ {0, 1, 2, 3, 4} using meshes with hanging nodes (Example 3)

‖ξ̂h − ξh‖Γ1,h

k = 0 k = 1 k = 2 k = 3 k = 4
h error rate error rate error rate error rate error rate

6.59e-01 3.45e+00 1.02e+01 1.10e+01 6.71e+00 2.73e+00
3.30e-01 4.68e+00 -0.439 6.19e+00 0.722 3.04e+00 1.860 1.40e+00 2.271 2.57e+00 0.088
1.65e-01 3.03e+00 0.629 1.87e+00 1.728 1.07e+00 1.509 1.67e+00 -0.262 9.98e-01 1.366
8.24e-02 1.22e+00 1.304 3.99e-01 2.224 8.49e-01 0.331 3.36e-01 2.315 1.00e-01 3.310
4.12e-02 3.86e-01 1.664 3.50e-01 0.188 1.56e-01 2.448 2.32e-02 3.851 7.33e-03 3.774
2.06e-02 1.20e-01 1.688 9.84e-02 1.831 1.57e-02 3.306 2.08e-03 3.481 2.44e-04 4.909
1.03e-02 2.92e-02 2.037 2.09e-02 2.234 1.71e-03 3.199 1.15e-04 4.178 7.50e-06 5.023

‖ξ̂h − ξh‖0,Γ1

k = 0 k = 1 k = 2 k = 3 k = 4
h error rate error rate error rate error rate error rate

6.59e-01 4.88e+00 1.44e+01 1.56e+01 9.49e+00 3.87e+00
3.30e-01 9.36e+00 -0.940 1.24e+01 0.221 6.08e+00 1.359 2.79e+00 1.770 5.15e+00 -0.413
1.65e-01 8.56e+00 0.129 5.28e+00 1.228 3.02e+00 1.009 4.74e+00 -0.762 2.82e+00 0.866
8.24e-02 4.89e+00 0.805 1.59e+00 1.725 3.40e+00 -0.168 1.34e+00 1.816 4.01e-01 2.811
4.12e-02 2.18e+00 1.164 1.98e+00 -0.312 8.80e-01 1.948 1.31e-01 3.351 4.15e-02 3.274
2.06e-02 9.58e-01 1.188 7.87e-01 1.331 1.26e-01 2.806 1.67e-02 2.981 1.95e-03 4.409
1.03e-02 3.30e-01 1.537 2.37e-01 1.734 1.94e-02 2.699 1.30e-03 3.678 8.48e-05 4.523
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Table 12: Histories of convergence of L2-norm of the potential and reconstructive potential
errors, considering k ∈ {0, 1, 2, 3, 4} using meshes with hanging nodes (Example 3)

L2-norm of the potential error
k = 0 k = 1 k = 2 k = 3 k = 4

h error rate error rate error rate error rate error rate

6.59e-01 4.53e-01 3.62e-01 2.97e-01 1.79e-01 8.76e-02
3.30e-01 4.56e-01 -0.009 1.83e-01 0.990 7.28e-02 2.030 3.50e-02 2.362 3.59e-02 1.291
1.65e-01 1.23e-01 1.886 2.86e-02 2.676 1.16e-02 2.656 1.29e-02 1.439 9.20e-03 1.964
8.24e-02 1.95e-02 2.654 5.10e-03 2.483 3.88e-03 1.572 1.73e-03 2.891 8.05e-04 3.508
4.12e-02 5.46e-03 1.837 1.37e-03 1.890 5.43e-04 2.837 1.16e-04 3.907 2.06e-05 5.288
2.06e-02 1.44e-03 1.923 2.45e-04 2.490 4.74e-05 3.519 5.84e-06 4.308 6.90e-07 4.900
1.03e-02 3.83e-04 1.910 3.40e-05 2.848 3.32e-06 3.834 2.12e-07 4.785 1.17e-08 5.881

L2-norm of the reconstructive potential error
k = 0 k = 1 k = 2 k = 3 k = 4

h error rate error rate error rate error rate error rate

2.16e-01 6.14e-01 4.05e-01 3.06e-01 1.82e-01 8.93e-02
1.10e-01 5.59e-01 0.139 1.99e-01 1.051 7.58e-02 2.068 3.61e-02 2.397 3.62e-02 1.338
5.49e-02 1.66e-01 1.745 3.36e-02 2.561 1.32e-02 2.512 1.31e-02 1.461 9.23e-03 1.965
2.75e-02 3.67e-02 2.186 6.95e-03 2.282 4.03e-03 1.720 1.76e-03 2.907 8.07e-04 3.525
1.37e-02 1.09e-02 1.741 1.66e-03 2.056 5.54e-04 2.847 1.17e-04 3.888 2.08e-05 5.253
6.86e-03 2.87e-03 1.930 2.79e-04 2.579 4.81e-05 3.535 5.87e-06 4.323 6.93e-07 4.916
3.43e-03 7.38e-04 1.958 3.78e-05 2.882 3.36e-06 3.838 2.13e-07 4.787 1.18e-08 5.879

Figure 19: First two simplicial meshes for Example 4
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7.4 Example 4: A non regular exact solution
We solve transmission problem (1), considering Ω1 = (−1, 1)2 \ [0, 1] × [−1, 0] and Ω2 :=
(−2, 2)2 \ Ω1 (see Figure 19), while the data are such that the exact solution is (u1, u2), where

u1(r, θ) = r2/3 sin(2θ/3) − c1 (in polar coordinates) ,

u2(x, y) = sin(πx) sin(πy) − c2 ,

and c1 and c2 are real constants such that uj ∈ L2
0(Ωj), j ∈ {1, 2}. We point out that u1 ∈

H1+ 2
3
−s(Ω1), for an arbitrary small number s > 0, and u2 is a smooth function. Figure 19

shows the first two conforming meshes that we consider for our simulations, while Figure 20
exhibits the behavior of the energy norm of the potential error (left) and the flux error (right),
with respect to the meshsize h. Their corresponding histories of convergence are given in Table
13, and do not contradict Theorem 5.1, since in this case the function u1 is non regular. Similar
behavior is noticed in Table 14 for the error of ξ̂h − ξh in the weighted and usual L2−norms,
with rates of convergence 2/3 and 1/6, respectively. These are also displayed in Figure 21. In
addition, Table 15 (see also Figure 14) reports the histories of convergence of the L2−norm
of the potential and the reconstructive potential errors, which are not the optimal ones, as
prescribed by Theorems 5.2 and (5.3), and by Remark 5.1, due to the lack of smoothness of
function u1.

(a) Energy norm of the potential error vs. h (b) L2-norm of the flux error vs. h

Figure 20: Rates of convergence of the (a) energy norm of the potential error, and (b) flux error
(Example 4)
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(a) ||ξ̂h − ξh||Γ1,h
vs. h (b) ||ξ̂h − ξh||0,Γ1 vs. h

Figure 21: Rates of convergence of the Lagrange multiplier considering the (a) Discrete trace
norm || · ||Γ1,h

, and (b) Standard L2−norm (Example 4)

(a) L2-norm of the potential error vs. h (b) L2-norm of the reconstructive potential error vs.
h

Figure 22: Rates of convergence of the L2-norm of the (a) potential error, and (b) reconstructive
potential error (Example 4)
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Table 13: Histories of convergence of the energy norm of the potential error and L2-norm of the
flux error, considering k ∈ {0, 1, 2, 3, 4} (Example 4)

Energy norm of the potential error
k = 0 k = 1 k = 2 k = 3 k = 4

h error rate error rate error rate error rate error rate

1.31e-01 1.14e+00 4.61e-01 5.72e-01 1.06e-01 1.25e-01
7.32e-02 7.11e-01 0.817 2.91e-01 0.790 9.17e-02 3.145 2.24e-02 2.664 9.08e-03 4.511
3.66e-02 3.86e-01 0.882 8.43e-02 1.787 1.56e-02 2.554 6.62e-03 1.760 5.31e-03 0.772
1.83e-02 1.97e-01 0.969 2.30e-02 1.875 5.65e-03 1.465 4.12e-03 0.683 3.38e-03 0.654
9.15e-03 9.91e-02 0.991 7.01e-03 1.712 3.43e-03 0.722 2.62e-03 0.654 2.15e-03 0.654
4.58e-03 4.97e-02 0.997 3.04e-03 1.206 2.17e-03 0.658 1.67e-03 0.655 1.36e-03 0.655

L2-norm of the flux error
k = 0 k = 1 k = 2 k = 3 k = 4

h error rate error rate error rate error rate error rate

1.31e-01 7.94e-02 2.77e-01 1.85e-01 2.97e-02 1.89e-02
7.32e-02 2.73e-01 − 1.12e-01 1.551 2.11e-02 3.734 9.99e-03 1.873 5.84e-03 2.023
3.66e-02 1.33e-01 1.040 2.66e-02 2.077 6.26e-03 1.751 4.74e-03 1.075 3.71e-03 0.652
1.83e-02 6.58e-02 1.012 7.13e-03 1.901 3.93e-03 0.670 3.03e-03 0.647 2.38e-03 0.640
9.15e-03 3.31e-02 0.992 3.70e-03 0.947 2.52e-03 0.641 1.94e-03 0.642 1.53e-03 0.641
4.58e-03 1.68e-02 0.981 2.32e-03 0.671 1.62e-03 0.643 1.24e-03 0.644 9.79e-04 0.643

Table 14: Histories of convergence of the L2− projection of ξ − ξh in || · ||Γ1,h
and || · ||0,Γ1

norms, for k ∈ {0, 1, 2, 3, 4} (Example 4)

‖ξ̂h − ξh‖Γ1,h

k = 0 k = 1 k = 2 k = 3 k = 4
h error rate error rate error rate error rate error rate

1.31e-01 8.75e-02 4.74e-01 8.06e-01 1.14e-01 2.25e-01
7.32e-02 2.17e-01 -1.562 3.03e-01 0.769 6.75e-02 4.262 5.45e-02 1.269 4.21e-02 2.877
3.66e-02 4.75e-02 2.192 8.03e-02 1.915 3.16e-02 1.096 2.86e-02 0.929 2.70e-02 0.638
1.83e-02 1.14e-02 2.064 3.43e-02 1.227 2.09e-02 0.597 1.80e-02 0.669 1.70e-02 0.668
9.15e-03 4.92e-03 1.210 2.04e-02 0.751 1.32e-02 0.659 1.13e-02 0.668 1.07e-02 0.668
4.58e-03 2.93e-03 0.749 1.28e-02 0.676 8.33e-03 0.668 7.14e-03 0.668 6.75e-03 0.668

‖ξ̂h − ξh‖0,Γ1

k = 0 k = 1 k = 2 k = 3 k = 4
h error rate error rate error rate error rate error rate

1.31e-01 8.75e-02 4.74e-01 8.06e-01 1.14e-01 2.25e-01
7.32e-02 3.07e-01 -2.158 4.28e-01 0.173 9.54e-02 3.667 7.71e-02 0.674 5.95e-02 2.281
3.66e-02 9.51e-02 1.692 1.61e-01 1.415 6.31e-02 0.596 5.73e-02 0.429 5.41e-02 0.138
1.83e-02 3.22e-02 1.564 9.71e-02 0.727 5.90e-02 0.097 5.10e-02 0.169 4.82e-02 0.168
9.15e-03 1.97e-02 0.710 8.16e-02 0.251 5.29e-02 0.158 4.54e-02 0.168 4.29e-02 0.168
4.58e-03 1.66e-02 0.248 7.23e-02 0.175 4.71e-02 0.167 4.04e-02 0.168 3.82e-02 0.167
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Table 15: Histories of convergence of L2-norm of the potential and reconstructive potential
errors, considering k ∈ {0, 1, 2, 3, 4} (Example 4)

L2-norm of the potential error
k = 0 k = 1 k = 2 k = 3 k = 4

h error rate error rate error rate error rate error rate

1.31e-01 2.48e+00 6.46e-01 5.31e-01 8.44e-02 1.07e-01
7.32e-02 6.37e-01 2.338 1.56e-01 2.443 3.88e-02 4.498 1.03e-02 3.609 4.51e-03 5.435
3.66e-02 1.54e-01 2.046 1.94e-02 3.006 4.96e-03 2.967 3.07e-03 1.750 2.43e-03 0.893
1.83e-02 3.84e-02 2.007 4.02e-03 2.273 2.45e-03 1.014 1.86e-03 0.722 1.49e-03 0.709
9.15e-03 9.94e-03 1.950 2.14e-03 0.907 1.52e-03 0.689 1.16e-03 0.679 9.30e-04 0.678
4.58e-03 3.08e-03 1.693 1.34e-03 0.679 9.56e-04 0.672 7.31e-04 0.671 5.84e-04 0.670

L2-norm of the reconstructive potential error
k = 0 k = 1 k = 2 k = 3 k = 4

h error rate error rate error rate error rate error rate

1.31e-01 2.55e+00 7.12e-01 5.43e-01 8.67e-02 1.07e-01
7.32e-02 6.86e-01 2.259 1.64e-01 2.525 3.94e-02 4.508 1.04e-02 3.649 4.52e-03 5.436
3.66e-02 1.65e-01 2.059 2.03e-02 3.010 4.99e-03 2.981 3.07e-03 1.754 2.43e-03 0.896
1.83e-02 4.09e-02 2.011 4.09e-03 2.315 2.46e-03 1.021 1.86e-03 0.723 1.49e-03 0.710
9.15e-03 1.05e-02 1.956 2.15e-03 0.929 1.52e-03 0.690 1.16e-03 0.680 9.30e-04 0.678
4.58e-03 3.20e-03 1.720 1.34e-03 0.682 9.56e-04 0.673 7.31e-04 0.671 5.84e-04 0.671

7.5 Example 5: A non smooth enough exact solution
Here, we solve the linear transmission problem (1), considering the same domain as in Example
4, whose data are such that its exact solution is given by

u1(x, y) = cos
(π

2
y
)

+ χ(x)x3.5 − c1 ,

where χ(x) is the characteristic function on [0, 1] with respect to x, and

u2(x, y) = sin(πx) sin(πy) − c2 ,

with c1 and c2 being real constants, such that u1 and u2 have zero mean value in Ω1 and Ω2,
respectively. It is known that u1 ∈ H4(Ω1), but does not belong to H4+ε(Ω1), for an arbitrary
small number ε > 0. Table 16 reports the histories of convergence of the energy norm of the
potential error and the flux error, considering k ∈ {0, 1, 2, 3, 4}. We observe that the rates
of convergence are the expected optimal ones: k + 1, when the solution is approximated by
piecewise polynomials of degree at most k ∈ {0, 1, 2, 3}. These are in agreement with Theorems
5.1. For k = 4, we still notice convergence, but not at the optimal rate of convergence, since the
exact solution is not smooth enough. We display these results also in Figure 23. On the other
hand, in Figure 24, we show the behavior of the weighted and usual L2−norms of ξ̂h− ξh, with
respect to the meshsize h. Their corresponding histories of convergence are displayed in Table
17, and they are the optimal ones, as predicted by Theorem 5.1 and Remark 5.1. In Table 18
we provide the histories of convergence in the L2−norm of the potential and the reconstructive
potential errors. The behavior of the rates of convergence, for k ∈ {0, 1, 2, 3} are in agreement

53



with the ones predicted by Theorems 5.2 and 5.3 for smooth functions, and are resumed in
Figure 25. We notice again a lost in the order of convergence for k = 4, due to the small
smoothness of u1.

(a) Energy norm of the potential error vs. h (b) L2-norm of the flux error vs. h

Figure 23: Rates of convergence of the (a) energy norm of the potential error, and (b) flux error
(Example 5)

(a) ||ξ̂h − ξh||Γ1,h
vs. h (b) ||ξ̂h − ξh||0,Γ1

vs. h

Figure 24: Rates of convergence of the Lagrange multiplier considering the (a) Discrete trace
norm || · ||Γ1,h

, and (b) Standard L2−norm (Example 5)
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(a) L2-norm of the potential error vs. h (b) L2-norm of the reconstructive potential error vs.
h

Figure 25: Rates of convergence of the L2-norm of the (a) potential error, and (b) reconstructive
potential error (Example 5)

Table 16: Histories of convergence of the energy norm of the potential error and L2-norm of the
flux error, considering k ∈ {0, 1, 2, 3, 4} (Example 5)

Energy norm of the potential error
k = 0 k = 1 k = 2 k = 3 k = 4

h error rate error rate error rate error rate error rate

1.31e-01 1.13e+00 4.56e-01 5.54e-01 1.01e-01 1.21e-01
7.32e-02 7.00e-01 0.820 2.83e-01 0.817 8.75e-02 3.171 1.93e-02 2.834 3.43e-03 6.124
3.66e-02 3.79e-01 0.884 8.15e-02 1.798 1.25e-02 2.802 1.30e-03 3.899 1.06e-04 5.010
1.83e-02 1.93e-01 0.970 2.14e-02 1.928 1.63e-03 2.946 8.28e-05 3.969 3.26e-06 5.030
9.15e-03 9.72e-02 0.993 5.44e-03 1.978 2.06e-04 2.985 5.21e-06 3.991 1.10e-07 4.887
4.58e-03 4.87e-02 1.000 1.37e-03 1.997 2.58e-05 3.001 3.27e-07 4.001 6.60e-09 4.065

L2-norm of the flux error
k = 0 k = 1 k = 2 k = 3 k = 4

h error rate error rate error rate error rate error rate

1.31e-01 1.69e-01 2.70e-01 1.79e-01 2.65e-02 1.66e-02
7.32e-02 2.76e-01 − 1.09e-01 1.564 1.83e-02 3.921 6.53e-03 2.408 8.07e-04 5.198
3.66e-02 1.35e-01 1.035 2.45e-02 2.149 1.33e-03 3.775 3.96e-04 4.044 4.04e-05 4.320
1.83e-02 6.67e-02 1.016 4.24e-03 2.530 1.00e-04 3.733 2.34e-05 4.082 1.45e-06 4.799
9.15e-03 3.33e-02 1.004 7.18e-04 2.562 8.88e-06 3.498 1.43e-06 4.033 4.80e-08 4.918
4.58e-03 1.66e-02 1.003 1.40e-04 2.359 9.17e-07 3.281 8.85e-08 4.017 1.85e-09 4.706
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Table 17: Histories of convergence of the L2−projection of ξ−ξh in || · ||Γ1,h
and || · ||0,Γ1 norms,

for k ∈ {0, 1, 2, 3, 4} (Example 5)

‖ξ̂h − ξh‖Γ1,h

k = 0 k = 1 k = 2 k = 3 k = 4
h error rate error rate error rate error rate error rate

1.31e-01 6.37e-01 4.14e-01 8.23e-01 1.08e-01 2.37e-01
7.32e-02 3.01e-01 1.287 2.78e-01 0.685 7.36e-02 4.148 3.33e-02 2.023 4.50e-03 6.808
3.66e-02 7.49e-02 2.009 5.89e-02 2.237 7.23e-03 3.348 1.39e-03 4.586 1.20e-04 5.234
1.83e-02 1.78e-02 2.075 1.11e-02 2.406 6.51e-04 3.473 6.04e-05 4.520 2.79e-06 5.424
9.15e-03 4.25e-03 2.064 2.02e-03 2.463 5.75e-05 3.500 2.67e-06 4.501 6.63e-08 5.394
4.58e-03 1.03e-03 2.045 3.59e-04 2.491 5.08e-06 3.508 1.18e-07 4.504 3.14e-09 4.408

‖ξ̂h − ξh‖0,Γ1

k = 0 k = 1 k = 2 k = 3 k = 4
h error rate error rate error rate error rate error rate

1.31e-01 6.37e-01 4.14e-01 8.23e-01 1.08e-01 2.37e-01
7.32e-02 4.26e-01 0.692 3.93e-01 0.089 1.04e-01 3.553 4.71e-02 1.428 6.37e-03 6.212
3.66e-02 1.50e-01 1.509 1.18e-01 1.737 1.45e-02 2.848 2.77e-03 4.086 2.39e-04 4.734
1.83e-02 5.03e-02 1.575 3.14e-02 1.906 1.84e-03 2.973 1.71e-04 4.020 7.88e-06 4.924
9.15e-03 1.70e-02 1.564 8.06e-03 1.963 2.30e-04 3.000 1.07e-05 4.001 2.65e-07 4.894
4.58e-03 5.84e-03 1.544 2.03e-03 1.990 2.87e-05 3.007 6.69e-07 4.003 1.77e-08 3.907

Table 18: Histories of convergence of L2-norm of the potential and reconstructive potential
errors, considering k ∈ {0, 1, 2, 3, 4} (Example 5)

L2-norm of the potential error
k = 0 k = 1 k = 2 k = 3 k = 4

h error rate error rate error rate error rate error rate

1.31e-01 2.50e+00 6.43e-01 5.20e-01 8.12e-02 1.04e-01
7.32e-02 6.33e-01 2.362 1.53e-01 2.463 3.70e-02 4.538 8.57e-03 3.863 1.43e-03 7.367
3.66e-02 1.53e-01 2.049 1.84e-02 3.062 2.74e-03 3.756 2.98e-04 4.845 2.21e-05 6.015
1.83e-02 3.80e-02 2.012 2.13e-03 3.110 1.81e-04 3.917 9.61e-06 4.955 3.41e-07 6.021
9.15e-03 9.47e-03 2.003 2.56e-04 3.053 1.15e-05 3.976 3.03e-07 4.987 5.81e-09 5.876
4.58e-03 2.37e-03 2.004 3.17e-05 3.022 7.24e-07 3.999 9.52e-09 5.000 1.90e-10 4.940

L2-norm of the reconstructive potential error
k = 0 k = 1 k = 2 k = 3 k = 4

h error rate error rate error rate error rate error rate

1.31e-01 2.59e+00 7.07e-01 5.31e-01 8.35e-02 1.04e-01
7.32e-02 6.84e-01 2.287 1.61e-01 2.542 3.76e-02 4.548 8.60e-03 3.905 1.44e-03 7.366
3.66e-02 1.64e-01 2.062 1.93e-02 3.063 2.77e-03 3.765 2.99e-04 4.846 2.22e-05 6.014
1.83e-02 4.05e-02 2.016 2.23e-03 3.114 1.83e-04 3.919 9.64e-06 4.956 3.42e-07 6.020
9.15e-03 1.01e-02 2.004 2.68e-04 3.056 1.16e-05 3.977 3.04e-07 4.987 5.83e-09 5.876
4.58e-03 2.52e-03 2.004 3.30e-05 3.023 7.29e-07 4.000 9.55e-09 5.000 1.90e-10 4.944

The purpose of the next two examples, is to study the robustness of our implementation when
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the domain Ω := Ω1 ∪ Γ1 ∪ Ω2 is non convex. We remark that in this situation, we can not
ensure the validity of (90), and then Theorems 5.2 and 5.3 do not hold, necessarily.

7.6 Example 6: A regular solution in a non convex Ω

In this example, we approximate the solution of (1), with subdomains Ω1 = (−2, 2)2 \ [−1, 2]×
[−2, 1] and Ω2 := (−3, 3)2 \ (Ω1∪ [0, 3]× [−3, 0]), and the data are such that the exact solution
is given by the smoothness functions

u1(x, y) =
xy

x2 + y2
− 13 ln(2)− 5 ln(5)

14
, u2(x, y) = cos(πx) cos(πy) . (142)

We consider a family of simplicial meshes, whose coarse/first mesh is displayed in Figure 26.
In Tables 19 and 20 we report the rates of convergence of the method, when the solution is
approximated by piecewise polynomials of degree at most k{0, 1, 2, 3, 4}. We notice that the
results are in agreement with Theorem 5.1 and Remark 5.1. On the other hand, from Table 21,
we notice that the convergence of the potential and the reconstructive potential errors behave as
O(hk+2), the optimal rate predicted by Theorems 5.2 and 5.3, despite the fact that this situation
is not covered by the current theory. We can also see these behaviors in Figures 27, 28 and 29.

-3 -2 -1 0 1 2 3

-3

-2

-1

0

1

2

3

Figure 26: Initial mesh for Examples 6 and 7
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(a) Energy norm of the potential error vs. h (b) L2-norm of the flux error vs. h

Figure 27: Rates of convergence of the (a) energy norm of the potential error, and (b) flux error
(Example 6)

(a) ||ξ̂h − ξh||Γ1,h
vs. h (b) ||ξ̂h − ξh||0,Γ1

vs. h

Figure 28: Rates of convergence of the Lagrange multiplier considering the (a) Discrete trace
norm || · ||Γ1,h

, and (b) Standard L2−norm (Example 6)
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(a) L2-norm of the potential error vs. h (b) L2-norm of the reconstructive potential error vs.
h

Figure 29: Rates of convergence of the L2-norm of the (a) potential error, and (b) reconstructive
potential error (Example 6)

Table 19: Histories of convergence of energy norm of the potential error and L2-norm of the
flux error, considering k ∈ {0, 1, 2, 3, 4} (Example 6)

Energy norm of the potential error
k = 0 k = 1 k = 2 k = 3 k = 4

h error rate error rate error rate error rate error rate

1.31e-01 8.29e-01 1.05e+00 5.77e-01 1.17e-01 1.25e-01
7.32e-02 7.18e-01 0.248 2.94e-01 2.182 9.07e-02 3.178 2.01e-02 3.032 3.55e-03 6.123
3.66e-02 3.89e-01 0.883 8.44e-02 1.800 1.30e-02 2.802 1.34e-03 3.899 1.10e-04 5.008
1.83e-02 1.99e-01 0.970 2.22e-02 1.928 1.69e-03 2.945 8.59e-05 3.968 3.36e-06 5.039
9.15e-03 9.98e-02 0.993 5.63e-03 1.977 2.13e-04 2.985 5.40e-06 3.992 1.04e-07 5.020
4.58e-03 4.99e-02 1.000 1.41e-03 1.996 2.68e-05 3.000 3.38e-07 4.004 3.27e-09 4.992

L2-norm of the flux error
k = 0 k = 1 k = 2 k = 3 k = 4

h error rate error rate error rate error rate error rate

1.31e-01 7.86e-01 3.12e-01 1.77e-01 2.90e-02 1.81e-02
7.32e-02 2.76e-01 1.797 1.12e-01 1.763 1.93e-02 3.805 6.74e-03 2.505 8.53e-04 5.248
3.66e-02 1.33e-01 1.051 2.52e-02 2.150 1.43e-03 3.752 4.11e-04 4.036 4.19e-05 4.346
1.83e-02 6.56e-02 1.022 4.40e-03 2.517 1.09e-04 3.713 2.43e-05 4.081 1.50e-06 4.801
9.15e-03 3.27e-02 1.006 7.49e-04 2.555 9.68e-06 3.497 1.48e-06 4.034 4.90e-08 4.939
4.58e-03 1.63e-02 1.003 1.46e-04 2.362 9.89e-07 3.296 9.18e-08 4.019 1.57e-09 4.975
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Table 20: Histories of convergence of the L2-projection of ξ−ξh in || · ||Γ1,h
and || · ||0,Γ1 norms,

for k ∈ {0, 1, 2, 3, 4} (Example 6)

‖ξ̂h − ξh‖Γ1,h

k = 0 k = 1 k = 2 k = 3 k = 4
h error rate error rate error rate error rate error rate

1.31e-01 4.88e-02 5.18e-01 1.15e+00 1.51e-01 3.07e-01
7.32e-02 1.37e-01 -1.774 3.66e-01 0.595 1.06e-01 4.096 4.49e-02 2.080 6.51e-03 6.620
3.66e-02 3.31e-02 2.050 7.97e-02 2.199 1.03e-02 3.369 1.94e-03 4.531 1.70e-04 5.255
1.83e-02 6.45e-03 2.359 1.54e-02 2.372 9.26e-04 3.469 8.57e-05 4.503 3.94e-06 5.436
9.15e-03 1.18e-03 2.455 2.81e-03 2.453 8.22e-05 3.494 3.79e-06 4.498 8.79e-08 5.486
4.58e-03 2.11e-04 2.482 5.02e-04 2.488 7.27e-06 3.504 1.68e-07 4.506 4.41e-09 4.324

‖ξ̂h − ξh‖0,Γ1

k = 0 k = 1 k = 2 k = 3 k = 4
h error rate error rate error rate error rate error rate

1.31e-01 4.88e-02 5.18e-01 1.15e+00 1.51e-01 3.07e-01
7.32e-02 1.94e-01 -2.369 5.18e-01 -0.000 1.50e-01 3.501 6.35e-02 1.485 9.20e-03 6.025
3.66e-02 6.62e-02 1.550 1.59e-01 1.699 2.05e-02 2.869 3.88e-03 4.031 3.41e-04 4.755
1.83e-02 1.83e-02 1.859 4.35e-02 1.872 2.62e-03 2.969 2.42e-04 4.003 1.11e-05 4.936
9.15e-03 4.71e-03 1.955 1.12e-02 1.953 3.29e-04 2.994 1.52e-05 3.998 3.51e-07 4.986
4.58e-03 1.19e-03 1.981 2.84e-03 1.987 4.11e-05 3.004 9.48e-07 4.005 2.49e-08 3.823

Table 21: Histories of convergence of L2-norm of the potential and reconstructive potential
errors, considering k ∈ {0, 1, 2, 3, 4} (Example 6)

L2-norm of the potential error
k = 0 k = 1 k = 2 k = 3 k = 4

h error rate error rate error rate error rate error rate

1.31e-01 3.25e-01 1.24e+00 5.13e-01 5.88e-02 9.96e-02
7.32e-02 5.95e-01 -1.041 1.48e-01 3.650 3.63e-02 4.553 8.26e-03 3.374 1.38e-03 7.358
3.66e-02 1.46e-01 2.024 1.77e-02 3.064 2.65e-03 3.776 2.87e-04 4.848 2.13e-05 6.014
1.83e-02 3.64e-02 2.006 2.04e-03 3.113 1.75e-04 3.922 9.23e-06 4.957 3.26e-07 6.030
9.15e-03 9.10e-03 2.002 2.45e-04 3.057 1.11e-05 3.978 2.91e-07 4.988 5.03e-09 6.015
4.58e-03 2.27e-03 2.004 3.02e-05 3.025 6.96e-07 4.000 9.11e-09 5.005 7.94e-11 5.996

L2-norm of the reconstructive potential error
k = 0 k = 1 k = 2 k = 3 k = 4

h error rate error rate error rate error rate error rate

1.31e-01 2.40e+00 1.28e+00 5.24e-01 6.19e-02 9.99e-02
7.32e-02 6.40e-01 2.269 1.55e-01 3.624 3.68e-02 4.563 8.29e-03 3.454 1.38e-03 7.358
3.66e-02 1.56e-01 2.038 1.85e-02 3.065 2.67e-03 3.784 2.88e-04 4.849 2.13e-05 6.013
1.83e-02 3.87e-02 2.010 2.14e-03 3.117 1.76e-04 3.924 9.26e-06 4.957 3.27e-07 6.029
9.15e-03 9.66e-03 2.003 2.56e-04 3.060 1.12e-05 3.978 2.92e-07 4.988 5.05e-09 6.015
4.58e-03 2.41e-03 2.004 3.16e-05 3.026 7.01e-07 4.000 9.14e-09 5.005 7.97e-11 5.996
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7.7 Example 7: Non smooth solution in non convex Ω

Given Ω1 = (−2, 2)2 \ [−1, 2]× [−2, 1] and Ω2 := (−3, 3)2 \ (Ω1 ∪ [0, 3]× [−3, 0]), we solve
(38), with f1, f2, g1, g2 and g given so that the exact solution is

u1(x, y) =
xy

x2 + y2
− 13 ln(2)− 5 ln(5)

14
, u2(r, θ) = r2/3 sin(2θ/3) − c , (143)

where u2 is given in polar coordinates, and c is a real constant such that u2 has zero mean value
in Ω2. We pointwise that u2 ∈ H1+2/3−ε(Ω2), for an arbitrary small number ε > 0, since its
gradient has a singularity at origin. The family of simplicial meshes we consider here, is the
same as in Example 7.6, and we approximate also the exact solution of (1) with polynomials of
degree at most k ∈ {0, 1, 2, 3, 4}. The numerical results, obtained by the HHO method, can be
seen in Tables 22, 23 and 24. They are also displayed in Figures 30, 31 and 32, respectively. We
notice here that the non smoothness of u2 affects the rates of convergence of the energy norm
of the potential error, the flux error, the discrete norm of trace error, in the sense that they are
not the optimal ones established in Theorem 5.1. On the other hand, we notice also that the
potential and reconstructive potential errors decay to zero asO(h2/3), for any of the values of k
we have considered in this simulation. This situation is not covered by our current analysis, and
motivate us to obtain an a posteriori error estimator that could help us to improve the quality
of the approximation. This could be the subject of future work.

(a) Energy norm of the potential error vs. h (b) L2-norm of the flux error vs. h

Figure 30: Rates of convergence of the (a) energy norm of the potential error, and (b) flux error
(Example 7)
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(a) ||ξ̂h − ξh||Γ1,h
vs. h (b) ||ξ̂h − ξh||0,Γ1 vs. h

Figure 31: Rates of convergence of the Lagrange multiplier considering the (a) Discrete trace
norm || · ||Γ1,h

, and (b) Standard L2−norm (Example 7)

(a) L2-norm of the potential error vs. h (b) L2-norm of the reconstructive potential error vs.
h

Figure 32: Rates of convergence of the L2-norm of the (a) potential error, and (b) reconstructive
potential error (Example 7)
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Table 22: Histories of convergence of the energy norm of the potential error and L2-norm of
the flux error, considering k ∈ {0, 1, 2, 3, 4} (Example 7)

Energy norm of the potential error
k = 0 k = 1 k = 2 k = 3 k = 4

h error rate error rate error rate error rate error rate

1.31e-01 2.21e-01 1.14e-01 8.32e-02 6.21e-02 5.08e-02
7.32e-02 1.36e-01 0.836 6.65e-02 0.928 5.06e-02 0.855 3.86e-02 0.816 3.22e-02 0.786
3.66e-02 7.83e-02 0.793 3.97e-02 0.747 3.19e-02 0.665 2.45e-02 0.655 2.04e-02 0.655
1.83e-02 4.54e-02 0.786 2.49e-02 0.674 2.03e-02 0.655 1.56e-02 0.655 1.30e-02 0.655
9.15e-03 2.69e-02 0.755 1.58e-02 0.655 1.29e-02 0.655 9.89e-03 0.655 8.23e-03 0.656
4.58e-03 1.63e-02 0.726 1.00e-02 0.653 8.18e-03 0.656 6.28e-03 0.656 5.22e-03 0.657

L2-norm of the flux error
k = 0 k = 1 k = 2 k = 3 k = 4

h error rate error rate error rate error rate error rate

1.31e-01 1.45e-01 7.86e-02 5.14e-02 3.95e-02 3.09e-02
7.32e-02 1.03e-01 0.597 4.53e-02 0.946 3.22e-02 0.805 2.52e-02 0.773 1.98e-02 0.766
3.66e-02 6.38e-02 0.687 2.79e-02 0.701 2.06e-02 0.642 1.62e-02 0.639 1.27e-02 0.637
1.83e-02 3.92e-02 0.703 1.78e-02 0.645 1.32e-02 0.638 1.04e-02 0.639 8.18e-03 0.638
9.15e-03 2.43e-02 0.691 1.15e-02 0.638 8.50e-03 0.639 6.67e-03 0.640 5.25e-03 0.639
4.58e-03 1.52e-02 0.678 7.36e-03 0.639 5.46e-03 0.641 4.28e-03 0.642 3.37e-03 0.641

Table 23: Histories of convergence of the L2-projection of ξ−ξh in || · ||Γ1,h
and || · ||0,Γ1 norms,

for k ∈ {0, 1, 2, 3, 4} (Example 7)

‖ξ̂h − ξh‖Γ1,h

k = 0 k = 1 k = 2 k = 3 k = 4
h error rate error rate error rate error rate error rate

1.31e-01 1.70e-01 9.39e-02 8.77e-02 3.18e-02 2.57e-02
7.32e-02 4.97e-02 2.107 3.31e-02 1.792 1.38e-02 3.174 8.77e-03 2.216 6.80e-03 2.281
3.66e-02 1.47e-02 1.759 9.54e-03 1.795 5.01e-03 1.463 3.79e-03 1.212 3.03e-03 1.168
1.83e-02 5.20e-03 1.500 3.34e-03 1.515 2.21e-03 1.185 1.69e-03 1.166 1.35e-03 1.166
9.15e-03 2.18e-03 1.251 1.40e-03 1.257 9.83e-04 1.166 7.52e-04 1.166 6.01e-04 1.166
4.58e-03 9.65e-04 1.179 6.15e-04 1.185 4.38e-04 1.168 3.35e-04 1.168 2.68e-04 1.168

‖ξ̂h − ξh‖0,Γ1

k = 0 k = 1 k = 2 k = 3 k = 4
h error rate error rate error rate error rate error rate

1.31e-01 1.70e-01 9.39e-02 8.77e-02 3.18e-02 2.57e-02
7.32e-02 7.03e-02 1.512 4.68e-02 1.197 1.95e-02 2.578 1.24e-02 1.621 9.62e-03 1.685
3.66e-02 2.94e-02 1.259 1.91e-02 1.295 1.00e-02 0.963 7.57e-03 0.712 6.06e-03 0.668
1.83e-02 1.47e-02 1.000 9.44e-03 1.015 6.24e-03 0.685 4.77e-03 0.666 3.82e-03 0.666
9.15e-03 8.73e-03 0.751 5.58e-03 0.757 3.93e-03 0.666 3.01e-03 0.666 2.41e-03 0.666
4.58e-03 5.46e-03 0.678 3.48e-03 0.684 2.48e-03 0.667 1.89e-03 0.667 1.52e-03 0.668
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Table 24: Histories of convergence of L2-norm of the potential and reconstructive potential
errors, considering k ∈ {0, 1, 2, 3, 4} (Example 7)

L2-norm of the potential error
k = 0 k = 1 k = 2 k = 3 k = 4

h error rate error rate error rate error rate error rate

1.31e-01 5.51e-02 2.17e-02 1.50e-02 1.03e-02 8.12e-03
7.32e-02 1.86e-02 1.866 9.55e-03 1.414 7.04e-03 1.300 5.20e-03 1.170 4.16e-03 1.149
3.66e-02 9.21e-03 1.014 5.56e-03 0.779 4.04e-03 0.800 3.06e-03 0.765 2.45e-03 0.764
1.83e-02 5.48e-03 0.748 3.46e-03 0.686 2.48e-03 0.703 1.89e-03 0.693 1.52e-03 0.693
9.15e-03 3.42e-03 0.680 2.17e-03 0.670 1.55e-03 0.676 1.19e-03 0.674 9.50e-04 0.673
4.58e-03 2.15e-03 0.669 1.37e-03 0.668 9.77e-04 0.670 7.47e-04 0.669 5.98e-04 0.669

L2-norm of the reconstructive potential error
k = 0 k = 1 k = 2 k = 3 k = 4

h error rate error rate error rate error rate error rate

1.31e-01 6.82e-02 2.38e-02 1.53e-02 1.04e-02 8.15e-03
7.32e-02 2.34e-02 1.836 9.89e-03 1.510 7.08e-03 1.319 5.22e-03 1.177 4.17e-03 1.152
3.66e-02 1.02e-02 1.199 5.62e-03 0.816 4.05e-03 0.806 3.07e-03 0.768 2.45e-03 0.766
1.83e-02 5.64e-03 0.855 3.47e-03 0.696 2.48e-03 0.705 1.89e-03 0.694 1.52e-03 0.694
9.15e-03 3.45e-03 0.711 2.17e-03 0.673 1.55e-03 0.677 1.19e-03 0.674 9.50e-04 0.674
4.58e-03 2.16e-03 0.677 1.37e-03 0.669 9.77e-04 0.670 7.47e-04 0.669 5.98e-04 0.669

Conclusions
In this paper we have proposed a new mixed HHO formulation to approximate the solution of
a transmission interior elliptic problem, with non homogeneous transmission boundary condi-
tions. First, we derive the variational formulation, at continuous level, introducing the normal
trace on the transmission boundary, of the solution living in inner subdomain, as an auxiliary
unknown. In practice, this unknown acts as a Lagrange multiplier. Then, we propose a discrete
variational scheme, applying the HHO approach. Although we have considered, for simplicity,
a family of uniform simplicial meshes for the current analysis, it is possible to extend it to deal
with polytopal meshes, as in [19].

We have proven that our discrete mixed HHO scheme is well-posed and convergent in the
energy-norm, as well as in the usual L2-norm. Our a priori error estimates establish that when
we approximate the solution with piecewise polynomial of degree at most k ≥ 0, the flux and
energy norm of the potential error go to zero with optimal order of convergence k + δ, while
the L2−norm of potential and reconstructive potential errors’ orders behave as Ok+1+δ, for
some δ ∈ (1/2, 1] (cf. Theorems 5.1, 5.2 and 5.3). The L2−projection of the error of Lagrange
multiplier is measured in a suitable weighted L2−norm (cf. (29)), and converges, at least, with
order k+δ (cf. Theorem 5.1). We also have computed the classical L2−norm of this projection,
noticing a convergence that decays to 0 as O(hk+δ−1/2).

Numerical examples, provided in this work, are in agreement with our theoretical results.
In particular, results from Examples 7.1, 7.2, and 7.3.1, show us that our theoretical rates of
convergence are achieved. In Example 7.5, we consider as exact solution a function that lives in
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H4(Ω1) but not in H5(Ω1). According to Theorems 5.1, 5.2 and 5.3, we should expect optimal
order of convergence for the energy norm of the potential error, the flux error in theL2-norm, the
weighted L2- norm of the error of the Lagrange multiplier, the potential and the reconstructive
potential errors in the L2−norm, when the solution is approximated by piecewise polynomials
of degree at most k ≤ 3, which is what we observe in Tables 16, 17, and 18, whose results are
also displayed in Figures 23, 24 and 25, respectively.

On the other hand, since the exact solution in Example 7.4 is non regular, we do not expect
to obtain optimal rates of convergence. The results are displayed in Figures 20, 21 and 22,
and reported in Tables 13, 14 and 15. Then, we just confirm that results from these tables are
in agreement with Theorems 5.1, 5.2 and 5.3, for q = 0 and k ∈ {1, 2, 3, 4}. Surprisingly, we
notice an unexpected (better) behavior of the errors for k = 0. As a consequence, this motivates
us to develop, an a posteriori error analysis, in order to improve the quality of approximation
and recover the optimal rate of convergence, if possible. This would be the subject of a future
work.

We recall that in Example 7.3.2, we have performed our HHO approach, considering a
family of simplicial meshes having hanging nodes only on the transmission boundary Γ1. We
observe that the convergence of the method behaves similarly as when we solve the same prob-
lem considering a family of conforming meshes (see Example 7.3.1), despite the fact that our
analysis, in its current form, does not covered the use of family of meshes with hanging nodes
on Γ1. This could also be the subject of future work, taking the analysis developed in [50] as
reference.

It is important to emphasize that the proofs of Theorems 5.2 and 5.3 rely on the well known
elliptic regularity property (90), which can be established if we assume that Ω := Ω1∪Γ1∪Ω2 is
a convex domain. In this sense, and with the aim of testing the robustness of our computational
implementation to deal with non-convex domain Ω (cf. Figure 26), we consider Examples 7.6
and 7.7. We consider an smooth solution in Example 7.6, and the numerical results we obtain
are surprisingly in agreement with Theorems 5.2 and 5.3 (and of course with Theorem 5.1,
too), despite the our current theory does not support them. In Example 7.7, the solution is
non smooth, and then, we do not expect optimal rates of convergence. The results have been
reported in Tables 22, 23 and 24, and confirm our suspicious. As in Example 7.4, it would be
desirable to find an a posteriori error estimator for this problem, that let us to improve our
approximation and get the optimal convergence’s behaviour.

Finally, we point out that the analysis described in this paper, can be applied and/or ex-
tended to deal with linear transmission problems with variable diffusion, and / or with other
type of boundary conditions on the external boundary of Ω2. In addition, taking into account
[26] and [20], we are motivated to extend this approach to deal with certain class of nonlinear
transmission problems.

Appendix
In what follows, we write down the proof of Lemma 4.2, for a general Ω := Ω1 ∪ Γ1 ∪ Ω2

(convex or non convex domain).
To this aim, given vh :=

(
vT1,h ,vT2,h

)
∈ Uk,0

Th , where we recall Th := T1,h ∪ T2,h, we
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introduce wh ∈ Pkh(Th), such that

wh

∣∣∣
T

:= wT :=

{
v1,T , T ∈ T1,h ,
v2,T , T ∈ T2,h .

We notice that (wh, 1)Ω = (v1,h, 1)Ω1 + (v2,h, 1)Ω2 = 0, since Uk,0
h . Then, we define wh :=(

(wT )T∈Th , (wF )F∈Fh

)
∈Wk,0

h :=
{
zh ∈Wk

h | (zh, 1)Ω = 0
}

, where Wk
h collects the DOF’s

on Ω, such that

wF :=

{
vF,1 , F ∈ F1,h\Γ1,h

vF,2 , F ∈ F2,h
. Then, applying Theorem 6.5 in [33], we infer that

||v1,h||20,Ω1
+ ||v2,h||20,Ω2

= ||wh||20,Ω . ||wh||21,h . (144)

Using the definition of ‖·‖1,h, and that
∑
T∈Th

‖∇wT‖2
0,T =

∑
T∈T1,h

‖∇v1,T‖2
0,T +

∑
T∈T2,h

‖∇v2,T‖2
0,T ,

we obtain

‖wh‖2
1,h =

∑
T∈T1,h

‖∇v1,T‖2
0,T +

∑
T∈T2,h

‖∇v2,T‖2
0,T +

∑
T∈Th

∑
F∈FT

h−1
F ‖wF − wT‖

2
0,F , (145)

Then, given F ∈ Γ1,h (transmission face), there exist T ∈ T1,h and S ∈ T2,h, such that F ⊂
∂T ∩ ∂S, and using definition of wh, we obtain

‖wF − wT‖2
0,F + ‖wF − wS‖2

0,F = ‖v2,F − v1,T‖2
0,F + ‖v2,F − v2,S‖2

0,F , (146)

and by triangle inequality on the first term on the right hand side, we obtain

‖wF −wT‖2
0,F +‖wF −wS‖2

0,F . ‖v2,F −v1,F‖2
0,F +‖v1,F −v1,T‖2

0,F +‖v2,F −v2,S‖2
0,F . (147)

Thus, we can write the third term on the right hand of (145), as∑
T∈Th

∑
F∈FT

h−1
F ‖wF − wT‖

2
0,F .

∑
T∈T1,h

∑
F∈FT

h−1
F ‖v1,F − v1,T‖2

0,F +

+
∑
S∈T2,h

∑
F∈FT

h−1
F ‖v2,F − v2,S‖2

0,F +
∑
F∈Γ1,h

h−1
F ‖v2,F − v1,F‖2

0,F . (148)

Replacing (148) in (145), we have that

‖wh‖2
1,h . ‖v1,h‖2

1,h + ‖v2,h‖2
1,h +

∑
F∈Γ1,h

h−1
F ‖v2,F − v1,F‖2

0,F . (149)

Finally, from (144) and (149), we conclude the proof.

References
[1] ABBAS, M., ERN, A., AND PIGNET, N. Hybrid high-order methods for finite deforma-

tions of hyperelastic materials. Computational Mechanics 62, 4 (2018), 909–928.

66



[2] AGHILI, J., BOYAVAL, S., AND DI PIETRO, D. Hybridization of mixed high-order meth-
ods on general meshes and application to the Stokes equations. Computational Methods
in Applied Mathematics 15, 2 (2015), 111–134.

[3] AYUSO DE DIOS, B., LIPNIKOV, K., AND MANZINI, G. The nonconforming virtual
element method. ESAIM: Mathematical Modelling and Numerical Analysis 50, 3 (2016),
879–904.
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