
Ultra-weak symmetry of stress for augmented mixed

finite element formulations in continuum mechanics∗

Javier A. Almonacid† Gabriel N. Gatica‡ Ricardo Ruiz-Baier§

Abstract

In this paper we propose a novel way to prescribe weakly the symmetry of stress tensors in weak
formulations amenable to the construction of mixed finite element schemes. The approach is first
motivated in the context of solid mechanics (using, for illustrative purposes, the linear problem of
linear elasticity), and then we apply this technique to reduce the computational cost of augmented
fully-mixed methods for the thermal convection problems in fluid mechanics, in the case where
several additional variables are defined. We show that the new approach allows to maintain the
same structure of the mathematical analysis as in the original formulations. Therefore we only
need to focus on coercivity of certain bilinear forms, as this property provides feasible ranges for
the stabilization parameters that complete the description of augmented methods. In addition, we
present some numerical examples to show that these methods perform better than their counterparts
that include vorticity, and emphasize that the reduction in degrees of freedom (and therefore, in
computational cost) does not affect the quality of numerical solutions.

Key words: Mixed finite element methods; ultra-weakly imposed symmetry; linear elasticity; Boussi-
nesq equations; a priori error estimates.

Mathematics subject classifications (2000): 65N30; 74S05; 76M10; 65N15.

1 Introduction

There is no doubt that the devise of numerical methods for problems in elastostatics and fluid mechan-
ics is an active research area in Numerical Analysis (see, e.g., [1, 2, 3, 6, 10, 11, 13] and the references
therein), and even when we have substantially different models for each of these areas (for instance,
the linear elasticity and Navier-Stokes equations), one variable that is present in both contexts is the
Cauchy stress σ, a second order tensor that describes the state of stress at a point inside a material
in the deformed state. In many applications σ is symmetric, and therefore, numerical methods must
take into account this property. For the case of finite element methods, this is imposed either strongly
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(that is, the finite element is constructed in a way that only symmetric approximations are allowed)
or weakly via a Lagrange multiplier. In this work we focus on the latter.

A number of methods have been proposed to obtain acceptable approximations of the stress tensor.
On the one hand, a common finite element to approximate the stress tensor is given by a row-wise
approximation using Raviart-Thomas elements. Since this leads to an unsymmetric tensor, the sym-
metry is imposed weakly by considering this variable orthogonal to all skew-symmetric tensors, which
then requires to introduce the vorticity tensor (the skew-symmetric part of the displacement gradient,
or velocity gradient in the context of fluid mechanics) as an additional unknown. This idea, attributed
to [9] and later formalized by [5] and [15], can provide asymptotically symmetric approximations for
the stress, using fewer degrees of freedom than finite elements with strong imposition of symmetry.
On the other hand, augmented methods such as those proposed in [10, 11, 13] can provide finite ele-
ments that have even fewer degrees of freedom, at the cost of increasing the fullness of the resulting
system matrix and, sometimes, increasing also the regularity of other variables, such as displacements
or velocities (and in particular, relaxing compatibility conditions between approximation spaces).

Therefore, according to the above, here we propose and study an even weaker way to impose the
symmetry of the stress, with the benefit of reducing the computational cost of augmented finite element
methods. More precisely, we exploit the fact that, in many relevant applications, the symmetry of this
tensor is given by its dependence on the strain or strain rate (the symmetric part of the displacement
gradient or the velocity gradient tensors, respectively). In this way, we begin by describing this
approach in the context of elastostatics taking [13] as a basis, to then reduce the computational cost
of a method for the Boussinesq problem, taking this time [1] as a reference. On the one hand, we
will see that some properties, such as bilinearity and boundedness of the involved operators, are a
straightforward result of the analysis in the cited works; whereas the analysis of other features, such
as coercivity, will need to be redone (but using essentially the same tools). We will also see that this
method does not require an additional regularity of other variables, it decreases the number of degrees
of freedom of the system, and it still provides stress tensors that are asymptotically symmetric. It is
also worthwhile to mention that, in the context of an augmented mixed method for the Navier-Stokes
equations, the results from [6] provide a vorticity-free method resulting from a double integration by
parts (as a way to impose mixed boundary conditions). Even if that scheme already uses a weaker
imposition of symmetry (but not precisely the same as done in this paper), the authors in such work
do not address the implications that this change could bring.

1.1 Outline

The rest of this work is organized as follows. First, we end this section by introducing some notation
that will be used throughout this work, and then in Section 2 we present this weaker imposition of the
symmetry of the stress tensor, and the resulting vorticity-free version of the continuous formulations
presented in [13] and [1] for the elasticity and Boussinesq problems, respectively. Here, we focus on
proving coercivity of the bilinear forms, as this is the property that completely describes augmented
methods. Next, in Section 3, we derive the corresponding Galerkin schemes for these formulations, to
then in Section 4 present some numerical results that portray the main characteristics of the proposed
augmented methods. Unless specified otherwise, the notation for spaces, finite dimensional subspaces,
bilinear forms and functional are local to each problem.

1.2 Notation

Let us denote by Ω ⊂ Rn, n ∈ {2, 3}, a given bounded, simply connected domain with polyhedral
boundary Γ, and denote by ν the outward unit normal vector on Γ. Standard notation will be adopted
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for Lebesgue spaces Lp(Ω) and Sobolev spaces Ws,2(Ω) =: Hs(Ω) with norm ‖ · ‖s,Ω and seminorm

| · |s,Ω. In particular, H1/2(Γ) is the space of traces of functions in H1(Ω). By M and M we will denote
the corresponding vectorial and tensorial counterparts of the generic scalar functional space M, and
‖ · ‖, with no subscripts, will stand for the natural norm of either an element or an operator in any
product functional space. In turn, for any vector fields v = (vi)i=1,n and w = (wi)i=1,n, we set the
gradient, divergence and tensor product operators, as

∇v :=

(
∂vi
∂xj

)
i,j=1,n

, div v :=
n∑
j=1

∂vj
∂xj

, and v ⊗w := (viwj)i,j=1,n.

In addition, for any tensor fields τ = (τij)i,j=1,n and ζ = (ζij)i,j=1,n, we let div τ be the divergence
operator div acting along the rows of τ , and define the transpose, the trace, the tensor inner product,
and the deviatoric tensor, respectively, as

τ t := (τji)i,j=1,n, tr(τ ) :=
n∑
i=1

τii, τ : ζ :=
n∑

i,j=1

τijζij , and τ d := τ − 1

n
tr(τ )I,

where I stands for the identity tensor in R := Rn×n. Furthermore, we recall that any tensor can be
(uniquely) decomposed into its symmetric and skew-symmetric parts. In particular, for ∇v this means
that there exists tensors e(v) and ω(v) such that

∇v = e(v) + ω(v) where e(u) :=
1

2

(
∇v + (∇v)t

)
and ω(v) :=

1

2

(
∇v − (∇v)t

)
. (1.1)

We also recall that
H(div; Ω) :=

{
τ ∈ L2(Ω) : div τ ∈ L2(Ω)

}
,

equipped with the usual norm

‖ τ ‖2div;Ω := ‖ τ ‖20,Ω + ‖div τ ‖20,Ω,

is a standard Hilbert space in the realm of mixed problems. In addition, there holds the decomposition
H(div; Ω) = H0(div; Ω)⊕ RI, where

H0(div; Ω) :=
{
τ ∈ H(div; Ω) :

∫
Ω

tr(τ ) = 0
}
.

Finally, in what follows, | · | denotes the Euclidean norm in R := Rn, and we employ 0 to denote a
generic null vector and use C, with or without subscripts, bars, tildes or hats, to mean generic positive
constants independent of the discretization parameters, which may take different values at different
places.

2 Continuous formulations with ultra-weak symmetry

We begin this section by recalling some results that will be used throughout this work to prove
coercivity of bilinear forms, since this is indeed the property that define admissible values for the
stabilization parameters. Other properties such as boundedness of the bilinear forms are usually valid
for just non-negative values of these parameters.

Lemma 2.1. Let Ω be a bounded, simply connected domain with polyhedral boundary Γ := ∂Ω. Then,

a) there exists c1 > 0 such that∥∥ τ d ∥∥2

0,Ω
+ ‖div τ ‖20,Ω ≥ c1‖ τ0 ‖20,Ω ∀ τ = τ0 + cI ∈ H(div; Ω), τ0 ∈ H0(div; Ω), c ∈ R, (2.1)
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b) there exists c2 > 0 such that

‖ e(v) ‖20,Ω ≥ c2|v |21,Ω ∀ v ∈ H1
0(Ω), (2.2)

with c2 = 0.5 when Ω ⊂ R2, and

c) there exists c3 > 0 such that

‖ e(v) ‖20,Ω + ‖v ‖20,Γ ≥ c3‖v ‖21,Ω ∀ v ∈ H1(Ω). (2.3)

Proof. See [10, Lemma 2.1] for a), [14, Theorem 10.1] for b), [11, Lemma 3.1 and (3.9)] for c) when
Ω ⊂ R2, and [13, Lemma A.2] for c) when Ω ⊂ R3.

2.1 Linear elasticity

To introduce this weaker imposition of the symmetry of the stress tensor, let us consider an isotropic
linear material occupying the three-dimensional region Ω in the context of elastostatics. Then, a
simple model to describe this problem seeks a displacement u and a stress tensor σ such that

σ = C e(u) in Ω, −divσ = f in Ω, u = uD on Γ, (2.4)

where f ∈ L2(Ω) is a volume force, e(u) is the strain tensor of small deformations (defined as in (1.1)),
uD ∈ H1/2(Γ) is a given Dirichlet datum for u, and C is the elasticity tensor, which according to
Hooke’s Law is given by

C ζ := λ tr(ζ) I + 2µ ζ ∀ ζ ∈ L2(Ω), (2.5)

with λ, µ > 0 being the corresponding Lamé constants. After a simple computation, it can be seen
from this equation that the action of the compliance tensor is given by

C−1ζ =
1

2µ
ζ − λ

2µ(2µ+ 3λ)
tr(ζ)I ∀ ζ ∈ L2(Ω). (2.6)

In this way, considering e(u) = ∇u− ω(u) as in (1.1), the elasticity equations (2.4) can be rewritten
as

C−1σ = ∇u− ω(u) in Ω, −divσ = f in Ω, u = uD on Γ. (2.7)

Then, a mixed formulation for this problem can be constructed by multiplying the first equation of
(2.7) by a test function τ ∈ H(div; Ω) and integrating by parts, while the second equation is just
tested with v ∈ L2(Ω). The next step is to include in the formulation the symmetry of the Cauchy
stress tensor with an additional term.

Differently from other works (e.g. [5, 10, 13]), we will not define the vorticity as an additional
variable to be computed. Moreover, we will not impose the symmetry of the stress tensor by considering
it orthogonal (with respect to the standard L2 inner product) to all skew-symmetric tensors in L2(Ω)
(weak imposition), but rather to only those that can be written as the skew-symmetric part of a
velocity gradient, that is ∫

Ω
σ : ω(v) = 0 ∀ v ∈ H1(Ω). (2.8)

We refer to the addition of this term to the formulation as an “ultra-weak” imposition of the symmetry
of σ. In this way, at a first glance, the mixed formulation for (2.7) is given by: Find (σ,u) ∈
H(div; Ω)×H1(Ω) such that∫

Ω
C−1σ : τ +

∫
Ω
ω(u) : τ +

∫
Ω

u · div τ = 〈 τν,uD 〉Γ ∀ τ ∈ H(div; Ω), (2.9a)∫
Ω
ω(v) : σ +

∫
Ω

v · divσ = −
∫

Ω
f · v ∀ v ∈ H1(Ω). (2.9b)
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The idea is to proceed with the analysis in the exact same terms as [13]. First, the stress tensor σ is
decomposed as σ = σ0 + cI, with σ0 ∈ H0(div; Ω) and c ∈ R, which, taking τ = I in (2.9), yields the
explicit knowledge of c in terms of uD. In this way, and after denoting the remaining unknown σ0 as
simply σ, we augment the formulation (2.9) with the following Galerkin-type terms:

κ1

∫
Ω

{
e(u)− C−1σ

}
:
{

e(v) + C−1τ
}

= κ1

(
1

3|Ω|

∫
Γ

uD · ν
)∫

Ω
I :
{

e(v) + C−1τ
}
,

κ2

∫
Ω

divσ · div τ = −κ2

∫
Ω

f · div τ ,

κ3

∫
Γ

u · v = κ3

∫
Γ

uD · v.

for all (τ ,v) ∈ H0(div; Ω)×H1(Ω), with κ1, κ2, κ3 > 0 positive stabilization parameters to be deter-
mined later on. Therefore, introducing the product space H := H0(div; Ω) ×H1(Ω), the augmented
mixed formulation of the elasticity problem (2.7) becomes: Find (σ,u) ∈ H such that

A((σ,u), (τ ,v)) = F(τ ,v) ∀ (τ ,v) ∈ H, (2.10)

where the form A : H×H → R and the functional F : H → R are given by

A((σ,u), (τ ,v)) :=

∫
Ω

C−1σ : τ +

∫
Ω
ω(u) : τ +

∫
Ω

u · div τ −
∫

Ω
ω(v) : σ −

∫
Ω

v · divσ

+ κ1

∫
Ω

{
e(u)− C−1σ

}
:
{

e(v) + C−1τ
}

+ κ2

∫
Ω

divσ · div τ + κ3

∫
Γ

u · v, (2.11)

and

F(τ ,v) =

∫
Ω

f ·
{

v − κ2div τ
}

+ κ1

(
1

3|Ω|

∫
Γ

uD · ν
)∫

Γ
v · ν + 〈 τν,uD 〉Γ + κ3

∫
Γ

uD · v, (2.12)

for all (σ,u), (τ ,v) ∈ H. In what follows we see that the augmentation plays a key role in this
formulation. More precisely, we now define the norm in H as

‖ (τ ,v) ‖H :=
{
‖ τ ‖2div,Ω + ‖v ‖21,Ω

}1/2
,

and establish the coercivity of A by considering suitable ranges for the stabilization parameters.

Lemma 2.2. Assume that κ1 ∈ (0, 2µ) and κ2, κ3 ∈ (0,∞). Then, there exists α(Ω) > 0 independent
of λ, such that

A((τ ,v), (τ ,v)) ≥ α(Ω)‖ (τ ,v) ‖2H ∀ (τ ,v) ∈ H. (2.13)

Proof. First, we rewrite the first term that defines A (cf. (2.11)) as∫
Ω

C−1σ : τ =
1

2µ

∫
Ω
σd : τ d +

1

3(2µ+ 3λ)

∫
Ω

tr(σ) tr(τ ).

Then, for any (τ ,v) ∈ H, we see that

A((τ ,v), (τ ,v)) =

∫
Ω

C−1τ : τ − κ1

∥∥C−1τ
∥∥2

0,Ω
+ κ1‖ e(v) ‖20,Ω + κ2‖div τ ‖20,Ω + κ3‖v ‖20,Γ

=
1

2µ

(
1− κ1

2µ

)∥∥ τ d ∥∥2

0,Ω
+

1

3(2µ+ 3λ)

(
1− κ1

2µ+ 3λ

)
‖ tr(τ ) ‖20,Ω

+ κ1‖ e(v) ‖20,Ω + κ2‖div τ ‖20,Ω + κ3‖v ‖20,Γ.

(2.14)
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Notice that, if κ1 < 2µ, then not only 1 − κ1
2µ > 0 but also 1 − κ1

2µ+3λ > 0. Therefore, discarding the

term with ‖ tr(τ ) ‖20,Ω, and using Lemma 2.1, there holds for any (τ ,v) ∈ H that

A((τ ,v), (τ ,v)) ≥ α1c1‖ τ ‖20,Ω +
κ2

2
‖div τ ‖20,Ω + α2c3‖v ‖21,Ω,

where

α1 := min

{
1

2µ

(
1− κ1

2µ

)
,
κ2

2

}
and α2 := min{κ1, κ3}.

In this way, denoting by

α3 := min
{
α1c1,

κ2

2

}
there exists α(Ω) := min{α3, α2c3}, clearly independent of λ, such that (2.13) holds.

For computational purposes, and based on the proof of the previous Lemma, we can use the
following stabilization parameters to make α as large as possible: κ1 = µ, κ2 = 1

2µ and κ3 = κ1 = µ.
Thus, the Lax-Milgram theorem (see, e.g., [12, Theorem 1.1]) provides the well-posedness result for
(2.10) in similar terms as [13, Theorem 3.2].

Theorem 2.3. Under the assumptions of Lemma 2.2, there exists a unique (σ,u) ∈ H solution to
the weak formulation (2.10). Moreover, there exists C > 0, independent of λ, such that

‖ (σ,u) ‖H ≤
‖F ‖
α(Ω)

≤ C
{
‖ f ‖0,Ω + ‖uD ‖1/2,Γ

}
. (2.15)

Proof. We remark that ‖ e(v) ‖0,Ω, ‖ω(v) ‖0,Ω ≤ ‖v ‖1,Ω for any v ∈ H1(Ω), and therefore, it is
straightforward from [13, Theorem 3.1] that A is a bilinear and bounded form in H × H, since it
is a reduced version of the one considered there as no vorticity-related terms have been added. On
the other hand, it is clear that the term in brackets at the right hand side of (2.15) is nothing but
a bound for ‖F ‖. Therefore, Lemma 2.2 and the foregoing arguments satisfy the hypotheses of the
Lax-Milgram theorem, thus getting existence and uniqueness for (2.10).

2.2 Boussinesq problem with nonconstant physical properties

Any reduction in the computational cost of a numerical method is valuable, but perhaps it is more
desirable when a high number of variables and degrees of freedom is inevitable, as in the case of
fully-mixed methods for coupled problems in three dimensions. Indeed, we now consider the flow of
a non-isothermal, incompressible, Newtonian fluid with varying viscosity within a region Ω. Then, a
model for this phenomenon is given by a generalized version of the Boussinesq equations, that when
considered in the form [1], and neglecting the definition of the vorticity, seeks a rate of strain t, a
pseudostress σ, a velocity u, a temperature gradient (o diffusive heat flux) ζ, a total heat flux p, and
a temperature ϕ such that

−∇u + t + ω(u) = 0 in Ω, µ(ϕ)t− (u⊗ u)d − σd = 0 in Ω,

−divσ − ϕg = fm in Ω, u = 0 on Γ,

∫
Ω

tr(σ + u⊗ u) = 0,

−∇ϕ+ ζ = 0 in Ω, p = k(ϕ)ζ − ϕu in Ω,

−div p = fe in Ω, ϕ = ϕD on ΓD, p · ν = 0 on ΓN ,

(2.16)

where the boundary ∂Ω =: Γ has been split as Γ = ΓD∪ΓN with ΓD∩ΓN = ∅, −g ∈ L∞(Ω) is a body
force, fm ∈ L2(Ω) and fe ∈ L2(Ω) are source terms, and ϕD ∈ H1/2(ΓD) is a prescribed temperature on
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part of the boundary. Furthermore, µ, k : R→ R+ are temperature-dependent viscosity and thermal
conductivity functions, respectively, which are assumed to be bounded and Lipschitz continuous, that
is, there exists µ2 ≥ µ1 > 0, Lµ > 0, k2 ≥ k1 > 0, Lk > 0 such that for any s, t ∈ R

µ1 ≤ µ(t) ≤ µ2, |µ(s)− µ(t)| ≤ Lµ |s− t| (2.17)

and
k1 ≤ k(t) ≤ k2, |k(s)− k(t)| ≤ Lk|s− t|. (2.18)

On the one hand, recalling that t = e(u) is a symmetric, null-trace tensor (the fluid is incompressible),
we take into consideration the space:

L2
tr(Ω) :=

{
s ∈ L2(Ω) : s = st and tr(s) = 0

}
.

On the other hand, the Neumann condition for the total heat flux leads us to consider for this variable
the space:

HN(div; Ω) :=
{

q ∈ H(div; Ω) : q · ν = 0 on ΓN}.

In this way, integrating by parts the first and sixth equation of (2.16) and properly testing the
remaining equations (see [1, Section 3.1] for more details), a fully-mixed weak formulation for (2.16)
with ultra-weak symmetry is given by: Find (t,σ,u, ζ,p, ϕ) ∈ L2

tr(Ω)×H0(div; Ω)×H1(Ω)×L2(Ω)×
HN(div; Ω)×H1(Ω) such that∫

Ω
µ(ϕ)t : s−

∫
Ω

(u⊗ u)d : s−
∫

Ω
σd : s = 0 ∀ s ∈ L2

tr(Ω),∫
Ω

t : τ d +

∫
Ω
ω(u) : τ +

∫
Ω

u · div τ = 0 ∀ τ ∈ H0(div; Ω),

−
∫

Ω
ω(v) : σ −

∫
Ω

v · divσ =

∫
Ω

{
ϕg + fm

}
· v ∀ v ∈ H1

0(Ω),∫
Ω
k(ϕ) ζ · χ−

∫
Ω
ϕu · χ−

∫
Ω

p · χ = 0 ∀ χ ∈ L2(Ω),∫
Ω
ζ · q +

∫
Ω
ϕdiv q = 〈q · ν, ϕD 〉ΓD

∀ q ∈ HN(div; Ω),

−
∫

Ω
ψ div p =

∫
Ω
fe ψ ∀ ψ ∈ H1(Ω).

(2.19)

Notice that the ultra-weak imposition of the symmetry of the pseudostress tensor has been included
as the first term in the third equation of (2.19). Then, we proceed to augment this formulation with
the following terms:

κ1

∫
Ω

{
σd + (u⊗ u)d − µ(ϕ)t

}
: τ d = 0 ∀ τ ∈ H0(div; Ω),

κ2

∫
Ω

divσ · div τ = −κ2

∫
Ω

{
ϕg + fm

}
· div τ ∀ τ ∈ H0(div; Ω),

κ3

∫
Ω

{
e(u)− t

}
: e(v) = 0 ∀ v ∈ H1

0(Ω),

κ4

∫
Ω

{
p + ϕu− k(ϕ)ζ

}
· q = 0 ∀ q ∈ HN(div; Ω),

κ5

∫
Ω

div p div q = −κ5

∫
Ω
fe div q ∀q ∈ HN(div; Ω),

κ6

∫
Ω

{
∇ϕ− ζ

}
· ∇ψ = 0 ∀ ψ ∈ H1(Ω),

κ7

∫
ΓD

ϕψ = κ7

∫
ΓD

ϕD ψ ∀ ψ ∈ H1(Ω) .
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Next, denoting by

H := L2
tr(×)H0(div; Ω)×H1(Ω), Q := L2(Ω)×HN(div; Ω)×H1(Ω),

~t := (t,σ,u), ~s := (s, τ ,v), ~ζ := (ζ,p, ϕ), ~χ := (χ,q, ψ),

the augmented fully-mixed formulation of (2.16) is: Find (~t, ~ζ) ∈ H ×Q such that

Aϕ(~t,~s) + Bu(~t,~s) = Fϕ(~s) + Fm(~s) ∀ ~s ∈ H,
Cϕ(~ζ, ~χ) + Du(~ζ, ~χ) = GD(~χ) +Ge(~χ) ∀ ~χ ∈ Q,

(2.20)

where, given (w, φ) ∈ H1(Ω)×H1(Ω), the bilinear forms Aφ, Bw, Cφ, Dw and the linear functionals
Fφ, Fm, GD and Ge are defined as:

Aφ(~t,~s) =

∫
Ω
µ(φ)t :

{
s− κ1τ

d
}

+

∫
Ω

t :
{
τ d − κ3e(v)

}
−
∫

Ω
σd :

{
s− κ1τ

d
}

+

∫
Ω

u · div τ +

∫
ω
ω(u) : τ −

∫
Ω

v · divσ −
∫

Ω
ω(v) : σ

+ κ2

∫
Ω

divσ · div τ + κ3

∫
Ω

e(u) : e(v),

(2.21)

Bw(~t,~s) := −
∫

Ω
(u⊗w)d :

{
s− κ1τ

d
}
, (2.22)

for all ~t,~s ∈ H;

Cφ(~ζ, ~χ) :=

∫
Ω
k(φ)ζ ·

{
χ− κ4q

}
+

∫
Ω
ζ ·
{
q− κ6∇ψ

}
−
∫

Ω
p ·
{
χ− κ4q

}
+

∫
Ω
ϕdiv q−

∫
Ω
ψ div p + κ5

∫
Ω

div p div q + κ6

∫
Ω
∇ϕ · ∇ψ + κ7

∫
ΓD

ϕψ, (2.23)

Dw(~ζ, ~χ) := −
∫

Ω
ϕw ·

{
χ− κ4q

}
, (2.24)

for all ~ζ, ~χ ∈ Q;

Fφ(~s) :=

∫
Ω
φg ·

{
v − κ2div τ

}
, (2.25)

Fm(~s) :=

∫
Ω

fm ·
{
v − κ2div τ

}
, (2.26)

for all ~s ∈ H;

GD(~χ) := 〈q · ν, ϕD 〉ΓD
+ κ7

∫
ΓD

ϕD ψ, (2.27)

Ge(~χ) :=

∫
Ω
fe
{
ψ − κ5div q

}
, (2.28)

for all ~χ ∈ Q. Now, we decouple (2.16) following [1, Section 3.2] (see, also [4], [7], [8]), and rewrite
it as a fixed-point problem. Indeed, we denote H := H1(Ω) × H1(Ω) and consider first the operator
M : H→ H defined as

M(w, φ) =
(
M1(w, φ),M2(w, φ),M3(w, φ)

)
:= ~t,

where ~t ∈ H is the solution to:

Aφ(~t,~s) + Bw(~t,~s) = Fφ(~s) + Fm(~s) ∀ ~s ∈ H. (2.29)
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Then, consider the operator E : H→ Q defined as

E(w, φ) =
(
E1(w, φ),E2(w, φ),E3(w, φ)

)
:= ~ζ,

where ~ζ ∈ Q is now the solution to:

Cφ(~ζ, ~χ) + Dw(~ζ, ~χ) = GD(~χ) +Ge(~χ) ∀ ~χ ∈ Q. (2.30)

Consequently, we can define the operator T : H→ H as

T(w, φ) :=
(
M3(w, φ),E3(M3(w, φ), φ)

)
, (2.31)

and transform (2.20) into the problem: Find (u, ϕ) ∈ H such that

T(u, ϕ) = (u, ϕ). (2.32)

Again, the similarity of Aφ + Bw with respect to the one defined in [1] leads us to only analyze its
coercivity to conclude that (2.32) is a well-posed problem.

Lemma 2.4. Assume that for δ1 ∈
(

0, 2
µ2

)
and δ2 ∈ (0, 2) we choose

κ1 ∈
(

0,
2δ1µ1

µ2

)
, κ2 ∈ (0,∞) and κ3 ∈

(
0, 2δ2

(
µ1 −

κ1µ2

2δ1

))
.

Then, there exists r1 > 0 such that for each r ∈ (0, r1), the bilinear form Aφ + Bw is strongly coercive
in H for each (w, φ) ∈ H such that ‖w ‖1,Ω ≤ r. More precisely, there exists α(Ω) > 0 such that

(Aφ + Bw)(~s,~s) ≥ α(Ω)

2

∥∥~s ∥∥2 ∀ ~s ∈ H. (2.33)

Proof. Let (w, φ) ∈ H and ~s ∈ H. Then, from (2.21) we see that for Aφ there holds

Aφ(~s,~s) =

∫
Ω
µ(φ)s : s− κ1

∫
Ω
µ(φ)s : τ d − κ3

∫
Ω

s : e(v)

+ κ1

∥∥ τ d ∥∥2

0,Ω
+ κ2‖div τ ‖20,Ω + κ3‖ e(v) ‖20,Ω.

Then, using the bounds of the viscosity function (2.17), the Cauchy-Schwarz and Young inequalities
and Lemma 2.1, we obtain for any δ1, δ2 > 0 that

Aφ(~s,~s) ≥
(
µ1 −

κ1µ2

2δ1
− κ3

2δ2

)
‖ s ‖20,Ω + κ1

(
1− µ2δ1

2

)∥∥ τ d ∥∥2

0,Ω

+ κ2‖div τ ‖20,Ω + κ3

(
1− δ2

2

)
‖ e(v) ‖20,Ω,

and therefore, defining

α1 := µ1 −
κ1µ2

2δ1
− κ3

2δ2
, α2 := min

{
κ1

(
1− µ2δ1

2

)
,
κ2

2

}
,

α3 := min
{
α2c1,

κ2

2

}
, α4 := κ3

(
1− δ2

2

)
c2cP ,

with cP > 0 being the constant in Poincaré’s inequality, and δ1, δ2 restricted to the ranges indicated
in the hypotheses, we find that there exists α(Ω) := min{α1, α3, α4} such that

Aφ(~s,~s) ≥ α(Ω)
∥∥~s∥∥2 ∀ ~s ∈ H.
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On the other hand, using the Cauchy-Schwarz inequality twice, and that H1(Ω) is continuously em-
bedded into L4(Ω) with constant ci(Ω) > 0, we deduce from (2.22) that

−Bw(~s,~s) ≤ c2
i (1 + κ2

1)1/2‖w ‖1,Ω
∥∥~s∥∥2

.

In this way, putting together the last two equations, we obtain

(Aφ + Bw)(~s,~s) ≥
(
α(Ω)− c2

i (1 + κ2
1)1/2‖w ‖1,Ω

)∥∥~s ∥∥2

and therefore

(Aφ + Bw)(~s,~s) ≥ α(Ω)

2

∥∥~s ∥∥2
,

provided that

‖w ‖1,Ω ≤
α(Ω)

2c2
i (1 + κ2

1)1/2
=: r1.

In turn, as the mixed formulation (2.30) of the energy equation has not changed with respect to
the one in [1], we recall the coercivity result for Cφ + Dw from [1, Lemma 3.3].

Lemma 2.5. Assume that for δ3 ∈
(

0, 2
k2

)
, δ4 ∈ (0, 2) we choose

κ4 ∈
(

0,
2δ3k1

k2

)
, κ5, κ7 ∈ (0,∞) and κ6 ∈

(
0, 2δ4

(
k1 −

κ4k2

2δ3

))
.

Then, there exists r2 > 0 such that for each r ∈ (0, r2), the bilinear form Cφ + Dw is strongly coercive
in Q for each (w, φ) ∈ H such that ‖w ‖21,Ω ≤ r. More precisely, there exists β(Ω) > 0 such that

(Cφ + Dw)(~χ, ~χ) ≥ β(Ω)

2

∥∥ ~χ∥∥2 ∀ ~χ ∈ Q. (2.34)

In this way, for computational purposes, we choose δ1, δ2, κ1, κ3, δ3, δ4, κ4, and κ6 as the midpoints
of their respective ranges, and take the remaining parameters so as to maximize the computable
constants defining α(Ω) and β(Ω). In this way, we obtain

κ1 =
µ1

µ2
2

, κ2 =
µ1

µ2
2

κ3 =
µ1

2
, κ4 =

k1

k2
2

,

κ5 =
k1

2κ2
2

, κ6 =
k1

2
, κ7 =

k1

4
.

Consequently, under the assumptions of Lemmas 2.4 and 2.5, both (2.29) and (2.30) are well-posed
problems by means of the Lax-Milgram theorem, and therefore, the operator T given by (2.31) is
well-defined in similar terms as [1, Lemma 3.4]. Then, the analysis of the fixed-point problem can be
carried out in the exact same terms as [1, Section 3.4], since we are again benefited by the fact that
vorticity does not play a role in these results, and moreover, the aforementioned operators M and E
coincide with the ones presented in [1]. This leads to (2.32) being a well-posed problem thanks to the
Banach fixed-point theorem under some smallness-of-data and suitable regularity assumptions that
are not worth mentioning again, for the sake of briefness of this paper. We refer to [1, Theorem 3.9]
for further details.
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3 Mixed finite element methods

We first present the Galerkin schemes for (2.10) and (2.20) and then specify finite element spaces,
based on the flexibility that augmented methods provide. For now, let us consider arbitrary finite
dimensional subspaces Ht

h ⊂ L2
tr(Ω), Hσ

h ⊂ H0(div; Ω), Hu
h ⊂ H1(Ω), Hζ

h ⊂ L2(Ω), Hp
h ⊂ HN(div; Ω)

and Hϕ
h ⊂ H1(Ω), as well as Th be a regular triangulation of Ω̄ made by tetrahedrons T (when Ω ⊂ R3)

or triangles T (when Ω ⊂ R2) of diameter hT and define the meshsize h := max{hT : T ∈ Th}.

3.1 Linear elasticity

Regarding (2.10), the Galerkin scheme reads: Find (σh,uh) ∈ Hσ
h ×Hu

h such that

A((σh,uh), (τh,vh)) = F(τh,vh) ∀ (τh,vh) ∈ Hσ
h ×Hu

h , (3.1)

with A and F defined respectively as in (2.11) and (2.12). Following [13], by using the same values
for the stabilization parameters as in Lemma 2.2, and since the bilinear form A is strongly-coercive
in H0(div; Ω) × H1(Ω) (and so it is in Hσ

h × Hu
h), the variational formulation (3.1) is well-posed.

Moreover, there exists positive constants C and C̃, independent of λ and h such that

‖ (σh,uh) ‖H ≤ C
{
‖ f ‖0,Ω + ‖g ‖1/2,Γ

}
and

‖ (σ,u)− (σh,uh) ‖H ≤ C̃ inf
(τh,vh)∈Hσ

h×H
u
h

‖ (σ,u)− (τh,vh) ‖. (3.2)

3.2 Boussinesq problem with temperature-dependent viscosity

Now, considering (2.20) and denoting by

Hh := Ht
h ×Hσ

h ×Hu
h , Qh := Hζ

h ×Hp
h ×Hϕ

h (3.3)

~th := (th,σh,uh), ~sh := (sh, τh,vh), ~ζh := (ζh,ph, ϕh), ~χh := (χh,qh, ψh), (3.4)

the Galerkin scheme for this problem is given by: Find (~th, ~ζh) ∈ Hh ×Qh such that

Aϕh
(~th,~sh) + Buh

(~th,~sh) = Fϕh
(~sh) + Fm(~sh) ∀ ~sh ∈ Hh,

Cϕh
(~ζh, ~χh) + Duh

(~ζh, ~χh) = GD(~χh) +Ge(~χh) ∀ ~χh ∈ Qh,
(3.5)

where the forms Aϕh
, Buh

, Cϕh
, Duh

, and the functionals Fϕh
, Fm, GD, Ge, are defined by (2.21)-

(2.28). Following [1], existence of a solution to this problem is guaranteed primarily whenever the
stabilization parameters are taken as in Lemmas 2.4 and 2.5 (in order to have strong coercivity) and
smallness-of-data assumptions like the one presented in [1, Theorem 4.8] hold. In this way, it is possible
to prove following [1, Section 4.2] that there exists positive constants CM, CE such that∥∥~th ∥∥H ≤ CM

{
r‖g ‖∞,Ω + ‖ fm ‖0,Ω

}
and ∥∥~ζh ∥∥Q ≤ CE

{
‖ϕD ‖1/2,ΓD

+ ‖ fe ‖0,Ω
}
.

Regarding a Céa’s estimate for this problem, while it can not be derived as simply as in the Linear
Elasticity case, it follows the same scheme as in [1, Section 5]. Once again, vorticity does not play
a role in the a priori error analysis, as the difference between continuous and discrete forms from
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Strang’s Lemma vanish all but nonlinear terms. Therefore, we conclude that, given data sufficiently
small, there exists a constant C̃ > 0 independent of h such that∥∥ (~t, ~ζ)− (~th, ~ζh)

∥∥ ≤ C̃ { inf
~sh ∈Hh

∥∥~t−~sh ∥∥H + inf
~χh∈Qh

∥∥~ζ − ~χh ∥∥Q} . (3.6)

3.3 Specification of finite element spaces

It is important to notice that eliminating the vorticity from the system has not imposed any additional
restriction on the choice of finite elements, and hence the flexibility on this matter that characterize
augmented methods has not been lost. Therefore, we consider these subspaces as in their original
works ([13] and [1]), i.e., given an integer k ≥ 0,

Ht
h :=

{
sh ∈ L2

tr(Ω) : sh
∣∣
T
∈ Pk(T ) ∀ T ∈ Th

}
,

Hσ
h :=

{
τh ∈ H0(div; Ω) : ctτh

∣∣
T
∈ RTk(T ) ∀ c ∈ R2, ∀ T ∈ Th

}
,

Hu
h :=

{
vh ∈ C(Ω̄) : vh

∣∣
T
∈ Pk+1(T ) ∀ T ∈ Th

}
,

Hζ
h :=

{
χh ∈ L2(Ω) : χh

∣∣
T
∈ Pk(T ) ∀ T ∈ Th

}
,

Hp
h :=

{
qh ∈ HN(div; Ω) : qh

∣∣
T
∈ RTk(T ) ∀T ∈ Th

}
,

Hϕ
h :=

{
ψh ∈ C(Ω̄) : ψh

∣∣
T
∈ Pk+1(T ) ∀ T ∈ Th

}
,

which constitute an approximation of lower cost than those of existing competing schemes for this set
of variables. It can be proved that for these spaces, the resulting methods are optimally convergent
at a rate O(hk+1) (as long as the exact solutions are sufficiently smooth; see, e.g., [1, Lemma 5.5]).
Notice also that, since σ is symmetric at a continuous level, its approximation σh is asymptotically
symmetric as h→ 0. Indeed, by adding and subtracting σ = σt, there exists Ĉ > 0 such that∥∥σh − σt

h

∥∥
0,Ω
≤ 2 ‖σ − σh ‖0,Ω ≤ Ĉ

∥∥ (~t, ~ζ)− (~th, ~ζh)
∥∥,

and then this quantity can be bounded using the Céa’s estimate (3.6). Therefore, a rate of O(hk+1)
can also be expected for the error decay of the symmetry of σh.

4 Numerical Examples

We now present some numerical results that confirm the accuracy of the proposed augmented mixed
finite element methods (AMFEM). We also address how the absence of vorticity and the ultra-weak
imposition of symmetry influence the quality of approximation. First, we define the individual errors

e(t) := ‖ t− th ‖0,Ω, e(σ) := ‖σ − σh ‖div;Ω, e(u) := ‖u− uh ‖1,Ω,
e(ζ) := ‖ ζ − ζh ‖0,Ω, e(p) := ‖p− ph ‖div;Ω, e(ϕ) := ‖ϕ− ϕh ‖1,Ω,

as well as their corresponding rates of convergence

r(?) :=
log(e(?)/e′(?))

log(h/h′)
∀ ? ∈

{
t,σ,u,γ, ζ,p, ϕ

}
,

where h and h′ denote two consecutive meshsizes with errors e and e′. We also measure the symmetry
of the stress tensors as

esym :=
∥∥σh − σt

h

∥∥
0,Ω
, rsym :=

log(esym/e
′
sym)

log(h/h′)
.
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DOF h e(σ) r(σ) e(u) r(u) esym rsym

k = 0

2,968 0.4332 7.7342 – 1.253 – 0.2226 –
9,454 0.2887 5.2691 0.9464 0.7196 1.3672 0.1416 1.1162
21,772 0.2165 3.9773 0.9781 0.4798 1.4090 0.1043 1.0630
41,794 0.1732 3.1897 0.9897 0.3487 1.4319 0.0810 1.1314
71,392 0.1443 2.6642 0.9949 0.2695 1.4134 0.0651 1.1946
112,438 0.1237 2.2810 0.9975 0.2186 1.3561 0.0538 1.2447
166,804 0.1083 1.9962 0.9988 0.1847 1.2651 0.0453 1.2835
236,362 0.0962 1.7744 0.9996 0.1613 1.1487 0.0384 1.3145

k = 1

13,420 0.4332 0.3036 – 0.1771 – 0.1286 –
43,528 0.2887 0.1441 1.8333 0.1132 1.3103 0.0676 1.6584
101,140 0.2165 0.0847 1.8457 0.0018 1.5675 0.0415 1.7697
195,184 0.1732 0.0384 1.9832 0.0003 1.9431 0.0153 1.9138
334,588 0.1443 0.0110 1.9906 0.0001 1.8795 0.0044 1.9581

Table 4.1: Example 1. Error history for the vorticity-free AMFEM using first and second-order
approximations.

4.1 Linear elasticity in the nearly incompressible limit

In this section we conduct numerical experiments in similar to those in [13, Tests 1 & 2]. Both
problems involve three-dimensional domains, and given the Young modulus E = 1 and a Poisson ratio
ν, we consider the following Lamé parameters:

µ :=
E

2(1 + ν)
and λ :=

E ν

(1 + ν)(1− 2ν)
.

Example 1. First, we set Ω = (0, 1)3, ν = 0.4900 (that is, µ = 0.3356 and λ = 16.4430) and source
terms such that a closed-form solution to (2.4) is given by

σ = C e(u), u = `(x2 + 1)(y2 + 1)(z2 + 1) exp(x+ y + z)

1
1
1

 ,

with ` = 0.04. Note that the exact stress does not satisfy the condition
∫

Ω tr(σ) = 0. Nevertheless,
here and in all subsequent tests, we can impose the condition

∫
Ω tr(σ) =

∫
Ω tr(σexact) by means of

a real Lagrange multiplier (accounting for augmenting the resulting linear systems with one row and
one column), see e.g. [13, Eq. (4.11)].

Example 2. We next focus on the three-dimensional L-shaped domain Ω = (−0.5, 0.5) × (0, 1) ×
(−0.5, 0.5)\

{
(0, 0.5)× (0, 1)× (0, 0.5)

}
, ν = 0.4999 (giving µ = 0.3333 and λ = 1666.4444) and define

source terms such that the exact solution to (2.4) is the Kelvin fundamental solution

σ = C e(u), u =
A

r3

 (x− 0.25)2

(x− 0.25)(y − 0.5)
(x− 0.25)(z − 0.25)

+
B

r

1
0
0

 ,

where A = 1
16πµ(1−ν) , B = 3−4ν

16πµ(1−ν) and r =
[
(x− 0.25)2 + (y − 0.5)2 + (z − 0.25)2

]1/2
.

We show in Tables 4.1 and 4.2 a convergence history on a set of quasi-uniform refinements for
each of the exact aforementioned solutions. Since these are smooth, the AMFEM with ultra-weakly
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DOF h e(σ) r(σ) e(u) r(u) esym rsym

k = 0

2,530 0.5349 1.0631 – 0.7136 – 0.7811 –
4,600 0.3685 0.3228 1.8539 0.3452 1.9428 0.2514 1.8042
11,995 0.2625 0.1519 1.2443 0.2359 1.1238 0.1566 1.2396
24,265 0.1991 0.1143 1.0083 0.1908 0.8662 0.1154 1.1042
45,655 0.1639 0.0931 1.0485 0.1613 0.9661 0.0956 0.9655
73,876 0.1382 0.0763 1.1671 0.1357 1.0140 0.0774 1.1239
113,146 0.1207 0.0665 1.0115 0.1205 0.9737 0.0679 0.9712

k = 1

11,194 0.5349 0.5322 – 0.4926 – 0.4788 –
20,932 0.3685 0.1168 1.7591 0.2163 1.8482 0.2112 1.9271
55,258 0.2625 0.0387 1.8568 0.0585 1.8956 0.0557 2.1343
112,882 0.1991 0.0172 1.9443 0.0268 2.0819 0.0219 2.1108
213,274 0.1639 0.0108 2.0386 0.0182 1.9860 0.0133 2.0493

Table 4.2: Example 2. Decay of the Cauchy stress, displacement, and symmetry errors produced by
the vorticity-free AMFEM with first and second-order approximations.

Figure 4.1: Example 1. Velocity magnitude plotted on the deformed configuration, and XY - YX
components of the Cauchy stress. The skeleton mesh is displayed on the undeformed geometry.

imposed symmetry converges at O(hk+1) (as expected from the previous section) when the finite
element (Hσ

h ,H
u
h) from Section 3.3 is used. Moreover, as the vorticity has been removed from the

system, the overall rate of convergence (dictated by the decay of the stress error) is slightly higher
than in [13] (see also Table 4.3, below). Sample solutions are provided in Figure 4.1, where we can see
that the off-diagonal components of the Cauchy stress practically coincide. The same behavior occurs
for Example 2, as evidenced in Figure 4.2.

Perhaps one of the key differences of this method with respect to [13] is the reduction in degrees
of freedom (DOF) and how symmetric the stress tensor is. Since the skew-symmetric vorticity tensor
can be fully described with only 3 components, the reduction in 3 DOFs per element (when using a
approximation by piecewise constant polynomials) with respect to the method in [13] is clear. This is
confirmed further by portraying on Table 4.3 DOFs and symmetry errors associated with the method
from [13] (focusing again on Example 1). The ultra-weak imposition leads to a comparable symmetry
error (by observing again the values from the top block of Table 4.1), and both errors decay with
O(hk+1), as expected.
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Figure 4.2: Example 2. Velocity magnitude plotted on the deformed configuration, and XY - YX
components of the Cauchy stress. The skeleton mesh is displayed on the undeformed geometry.

D̃OF DOF m D̃OF/m DOF/m ẽ(σ) r̃(σ) ẽsym r̃sym
4,120 2,968 384 10.73 7.721 7.7932 – 0.9664 –
13,342 9,454 1,296 10.29 7.294 5.4342 0.891 0.7213 0.8305
30,988 21,772 3,072 10.09 7.087 4.0173 1.048 0.5056 1.0343
59,794 41,794 6,000 9.962 6.996 3.2033 1.015 0.2835 1.0593
102,496 71,392 10,368 9.881 6.892 2.6674 1.004 0.1563 1.1235

Table 4.3: Example 1. Error history for the lowest-order augmented FEM from [13]. Here m is the
number of tetrahedra in each mesh. The quantities without tildes denote DOFs and ratios associated
with the proposed vorticity-free AMFEM. The reduction in 3 DOFs per element is clear.

4.2 The Boussinesq problem in two and three dimensions

We now turn to the numerical verification of the properties of the vorticity-free AMFEM presented in
(3.5). We follow the experiments in [1] to show that this new method provides comparable results, at
a lower computational cost.

Example 3. Here, Ω = (−1, 1)2, ΓD = [−1, 1] × {−1, 1}, ΓN = Γ\ΓD, and we consider viscosity,
thermal conductivity and body force as

µ(ϕ) = exp(−0.25ϕ), k(ϕ) = exp(0.25ϕ), g = (0, 1)t,

where source terms fm, fe and boundary conditions are prescribed in such a way that the exact solution
to (2.16) is given by

u =

(
2y sin(πx) sin(πy)(x2 − 1) + π sin(πx) cos(πy)(x2 − 1)(y2 − 1)
−2x sin(πx) sin(πy)(y2 − 1)− π cos(πx) sin(πy)(x2 − 1)(y2 − 1),

)
, t = e(u),

ϕ = −0.6944 y4 + 1.6944 y2, σ = µ(ϕ)t− u⊗ u− (y2 − x2)I, ζ = ∇ϕ, p = k(ϕ)ζ − ϕu.

In addition, bounds for the physical properties are estimated in µ1 = 0.5, µ2 = 1.25, k1 = 0.75 and
k2 = 1.3 and the Picard algorithm starts with (u, ϕ) = (0, 0).
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Figure 4.3: Example 3. XX component of the strain rate, pseudostress magnitude, XY and YX
components of the pseudostress, velocity, temperature gradient, total heat flux, and temperature,
computed with a first-order scheme associated with 68,356 DOF.

Example 4. Finally, we consider Ω = (0, 1)3, ΓD = [0, 1]2 × {0}, ΓN = Γ\ΓD, viscosity, thermal
conductivity and body force as

µ(ϕ) = 2.0− 0.5ϕ2 − 0.5ϕ4, k(ϕ) = −0.5 + 2.0µ(ϕ), g = (0, 0, 1)t,

and source terms and boundary conditions such that the exact solution is given by

u =

 8x2yz(x− 1)2(y − 1)(z − 1)(y − z)
−8xy2z(x− 1)(y − 1)2(z − 1)(x− z)
8xyz2(x− 1)(y − 1)(z − 1)2(x− y),

 , ϕ = sin(πx)2 sin(πy)2(z − 1)2,

t = e(u), σ = µ(ϕ)t− u⊗ u− (x− 0.5)3 sin(y + z)I, ζ = ∇ϕ, p = k(ϕ)ζ − ϕu.

The bounds for the physical properties are estimated in this case as µ1 = 1.0, µ2 = 2.0, k1 = 1.5 and
k2 = 3.5, and the Picard algorithm starts with (u, ϕ) = (0, 0).

In Tables 4.4 and 4.5 we can observe that when using the finite element (Ht
h,Hσ

h ,H
u
h ,H

ζ
h,H

p
h ,H

ϕ
h)

from Section 3.3 with k = 0 and k = 1, the vorticity-free AMFEM converges at a rate O(hk+1). The
reduction in DOF for this scheme is clear, but more importantly, it can also be seen that this does
not lead to an increase of fixed-point iterations. Similarly to [1], a solution with a tolerance of 10−8

can be achieved for these problems in less than 10 Picard steps. Sample solutions for Examples 3 and
4 are displayed in Figures 4.3 and 4.4.
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[2] J.A. Almonacid, G.N. Gatica and R. Oyarzúa, A mixed-primal finite element method for the Boussi-
nesq problem with temperature-dependent viscosity, Calcolo 55 (2018), no. 3, Art. 36, 42 pp.
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