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#### Abstract

The aim of this paper is to analyze a numerical method to solve transient eddy current problems with input current intensities as data, formulated in terms of the magnetic field in a bounded domain including conductors and dielectrics. To this end, we introduce a time-dependent weak formulation and prove its well-posedness. Under appropriate hypotheses on the input current intensities, we show that the weak solution has additional regularity and satisfies strong forms of the equations. We propose a finite element method for space discretization based on Nédélec edge elements on tetrahedral mesh, for which we prove well-posedness and error estimates. Furthermore, we introduce an implicit Euler scheme for time discretization and prove error estimates for the fully discrete problem. Moreover, a magnetic scalar potential is introduced to deal with the curl-free condition in the dielectric domain. This approach leads to an important saving in computational effort. Finally, the method is applied to solve two problems: a test with a known analytical solution and an application to electromagnetic forming.
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## 1. Introduction

The objective of this work is to analyze a time-dependent eddy current problem defined in a 3D bounded domain including conducting and dielectric materials when the current source is given in terms of current intensities. This model arises in applications where the problem is written in a bounded domain and it is necessary to link the electromagnetic fields with the sources provided by an external circuit, voltage drops and/or current intensities (see, for instance, Bossavit (2000)). In particular, we are inter-

[^0]ested in imposing the current intensities entering some conducting regions by using non-local boundary conditions. In this framework, we refer the reader to Alonso Rodríguez \& Valli (2008), where the authors give a systematic approach to eddy-current problems driven by voltage or current intensity in the harmonic regime. Numerical analysis of different finite element methods to solve this kind of models can be found in Bermúdez et al. (2005b); Alonso Rodríguez et al. (2009); in both cases, the proposed numerical method has been applied to simulate metallurgical furnaces by means of harmonic eddy current models subjected to boundary conditions proposed in Bossavit (2000). However, if the exciting source is non-sinusoidal or if the materials have a non-linear behavior, a genuine transient eddy current problem must be solved. This is why the present paper pretends to extend the analysis of the model studied in Bermúdez et al. (2005b) for the harmonic regime to the general transient situation.

In the literature, we can find several papers devoted to the numerical analysis of the 3D timedependent eddy current model, both in bounded and unbounded domains by using FEM and BEM-FEM methods Acevedo \& Meddahi (2010); Acevedo et al. (2009); Kang Kim (2009); Kang et al. (2006); Ma (2008); Meddahi \& Selgas (2008); Zheng et al. (2006). However, in all these works, the current source is given as a volume current in a conducting region and the publications differ in the primary unknown of each formulation. Moreover, the models proposed in bounded domains only deal with homogeneous essential and/or natural boundary conditions. Thus, to the author's knowledge, the transient linear eddy current problem by imposing the current intensities has not been analyzed before, and this is the main objective of the present paper.

By following Bermúdez et al. (2005b), we propose a formulation based on the magnetic field in the conductor regions and a scalar magnetic potential in the dielectric ones. The scalar potential is defined from the curl-free condition of the magnetic field in the air and can be multivalued in order to consider general topologies. Notice that the introduction of this potential has two main advantages: it leads to an important saving from a computational point of view and allows us to impose directly the current intensities in terms of the jumps of the scalar potential. From a mathematical point of view, we will obtain a parabolic problem and prove its well posedness by using a suitable lifting from the boundary conditions. If the intensities are smooth enough, we prove additional regularity properties for the magnetic field; these properties are used to prove that the weak solution satisfies in some sense the strong eddy current model posed initially. We propose a finite element method combined with an implicit Euler time discretization to numerically solve the problem. Concerning the space discretization, the magnetic field is approximated by the lowest order Nédélec edge finite elements and the magnetic potential by standard piecewise linear continuous elements. The current intensities are imposed as jumps of the multivalued magnetic potential on some prescribed cut surfaces. We obtain convergence results for the main physical quantities, namely the magnetic field and the current density.

The outline of the paper is as follows: In Section 2 we introduce the transient eddy current model and state the geometrical framework for our analysis. In Section 3 we obtain a weak formulation of the problem. We prove that it is well-posed as well as a regularity result. In Section 4 we introduce a semidiscretization based on finite elements and prove error estimates. In Section 5 we propose an implicit Euler scheme for time discretization and obtain error estimates for the fully discretized problem. In Section 6, we report some numerical results; first, we present the results obtained for an example with known analytical solution, which confirms the order of convergence predicted by the theory and allows us to assess the performance of the method; secondly, we simulate an application of electromagnetic forming, where the transient simulation in the time domain is mandatory.

Throughout the paper, we use standard notation for function spaces, norms, and duality pairings.

## 2. Time-dependent eddy current problem with input current intensities as boundary data

Three dimensional eddy current problems describe low-frequency electromagnetic phenomena. In this case, displacement currents may be neglected (see (Bossavit, 2000, Chapter 8)) so Maxwell's equations become

$$
\begin{align*}
\operatorname{curl} \boldsymbol{H}=\boldsymbol{J} & \text { in }(0, T) \times \mathbb{R}^{3},  \tag{2.1}\\
\partial_{t} \mu \boldsymbol{H}+\operatorname{curl} \boldsymbol{E}=\mathbf{0} & \text { in }(0, T) \times \mathbb{R}^{3},  \tag{2.2}\\
\operatorname{div}(\mu \boldsymbol{H})=0 & \text { in }(0, T) \times \mathbb{R}^{3},  \tag{2.3}\\
\boldsymbol{J}=\sigma \boldsymbol{E} & \text { in }(0, T) \times \mathbb{R}^{3}, \tag{2.4}
\end{align*}
$$

where $\boldsymbol{E}(t, \boldsymbol{x})$ is the electric field, $\boldsymbol{H}(t, \boldsymbol{x})$ is the magnetic field, $\boldsymbol{J}(t, \boldsymbol{x})$ the current density, $\mu$ the magnetic permeability and $\sigma$ the electric conductivity. Here and thereafter, we use boldface letters to denote vector fields and variables as well as vector-valued operators.

We are interested in solving these equations for $t \in[0, T]$ in a simply connected three-dimensional bounded domain $\Omega$, which consists of two parts, $\Omega_{\mathrm{C}}$ and $\Omega_{\mathrm{D}}$, occupied by conductors and dielectrics, respectively. The electric conductivity $\sigma$ vanishes in $\Omega_{D}$. The mathematical framework we are going to analyze covers transient eddy current problems posed on different geometrical settings. In Figure 1 we sketch a particular case including several connected components of the conducting domain with different topological properties.

The domain $\Omega$ is assumed to have a Lipschitz-continuous connected boundary $\partial \Omega$, which splits into two parts: $\partial \Omega=\Gamma_{\mathrm{C}} \cup \Gamma_{\mathrm{D}}$, with $\Gamma_{\mathrm{C}}:=\partial \Omega_{\mathrm{C}} \cap \partial \Omega$ and $\Gamma_{\mathrm{D}}:=\partial \Omega_{\mathrm{D}} \cap \partial \Omega$ being the outer boundaries of the conducting and dielectric domains, respectively. We denote $\Gamma_{\mathrm{I}}:=\partial \Omega_{\mathrm{C}} \cap \partial \Omega_{\mathrm{D}}$, the interface between dielectrics and conductors. We also denote by $\boldsymbol{n}$ the outer unit normal vector to $\partial \Omega$.

As shown in Figure 1, the connected components of the conducting domain are of two types: "inductors" which go through the boundary of $\Omega$, and "workpieces" which have their closure included in $\Omega$. We denote $\Omega_{\mathrm{C}}^{1}, \ldots, \Omega_{\mathrm{C}}^{N}$ the former and $\Omega_{\mathrm{C}}^{N+1}, \ldots, \Omega_{\mathrm{C}}^{M}$ the latter.


FIG. 1. Sketch of the domain and zoom around $S_{4}$.

We assume that the outer boundary of each inductor, $\partial \Omega_{\mathrm{C}}^{n} \cap \partial \Omega(n=1, \ldots, N)$, has two connected components, both with non-zero measure: the current entrance, $\Gamma_{\mathrm{J}}^{n}$, where the inductor is connected to a transient electric current source, and the current exit, $\Gamma_{\mathrm{E}}^{n}$. Finally, we denote $\Gamma_{\mathrm{J}}:=\Gamma_{\mathrm{J}}^{1} \cup \cdots \cup \Gamma_{\mathrm{J}}^{N}$ and $\Gamma_{\mathrm{E}}:=\Gamma_{\mathrm{E}}^{1} \cup \cdots \cup \Gamma_{\mathrm{E}}^{N}$. Further, we assume that $\Gamma_{\mathrm{J}} \cap \Gamma_{\mathrm{E}}=\emptyset$.

We consider that $\mu$ and $\sigma$ are time-independent, and that there exist constants $\underline{\mu}, \bar{\mu}, \bar{\sigma}$ and $\underline{\sigma}$ such that

$$
\begin{array}{ll}
0<\underline{\mu} \leqslant \mu(\boldsymbol{x}) \leqslant \bar{\mu}, & \text { a.e. } \boldsymbol{x} \in \Omega \\
0<\underline{\sigma} \leqslant \sigma(\boldsymbol{x}) \leqslant \bar{\sigma}, & \text { a.e. } \boldsymbol{x} \in \Omega_{\mathrm{C}}, \quad \sigma \equiv 0 \text { in } \Omega_{\mathrm{D}}
\end{array}
$$

We have to complete the model with an initial condition $\boldsymbol{H}(0)=\boldsymbol{H}_{0}$ and suitable boundary conditions. For the latter, we consider the following ones which were proposed in Bossavit (2000) and analyzed in Bermúdez et al. (2005b) in the harmonic regime:

$$
\begin{align*}
\int_{\Gamma_{\mathrm{J}}^{n}} \operatorname{curl} \boldsymbol{H}(t) \cdot \boldsymbol{n}=I_{n}(t), & n=1, \ldots, N, \quad t \in[0, T],  \tag{2.5}\\
\boldsymbol{E} \times \boldsymbol{n}=\mathbf{0} & \text { on }[0, T] \times \Gamma_{\mathrm{E}},  \tag{2.6}\\
\boldsymbol{E} \times \boldsymbol{n}=\mathbf{0} & \text { on }[0, T] \times \Gamma_{\mathrm{J}},  \tag{2.7}\\
\mu \boldsymbol{H} \cdot \boldsymbol{n}=0 & \text { on }[0, T] \times \partial \Omega \tag{2.8}
\end{align*}
$$

where the only data are the current intensities $I_{n}$ through each surface $\Gamma_{\mathrm{J}}{ }^{n}$, which are assumed to satisfy $I_{n} \in \mathrm{H}^{1}(0, T), n=1, \ldots, N$.

Conditions (2.5) account for the input current intensities through each $\Gamma_{\mathrm{J}}^{n}$. Conditions (2.6), (2.7) and (2.8) have been proposed in Bossavit (2000) in a more general setting. They will appear as natural boundary conditions of our weak formulation of the problem. The former implies the assumption that the electric current is normal to the current entrance and exit surfaces, whereas the latter means that the magnetic field is tangential to the boundary. (See Bermúdez et al. (2005a) for further discussions on these boundary conditions and Bermúdez et al. (2005b) for its application on the modeling of an electric furnace.)

## 3. Variational formulation, existence and uniqueness

Our first goal is to give a variational formulation in terms of the magnetic field to solve the transient eddy current problem. To do this, we follow the arguments from Bermúdez et al. (2005b), which we include for the sake of completeness.

By testing (2.2) with a smooth function $\boldsymbol{G}$ such that

$$
\begin{equation*}
\operatorname{curl} \boldsymbol{G}=\mathbf{0} \quad \text { in } \Omega_{\mathrm{D}} \quad \text { and } \quad \int_{\Gamma_{\mathrm{J}}^{n}} \operatorname{curl} \boldsymbol{G} \cdot \boldsymbol{n}=0, \quad n=1, \ldots, N, \tag{3.1}
\end{equation*}
$$

we have

$$
\begin{equation*}
\int_{\Omega} \mu \partial_{t} \boldsymbol{H} \cdot \boldsymbol{G}+\int_{\Omega} \operatorname{curl} \boldsymbol{E} \cdot \boldsymbol{G}=0 \tag{3.2}
\end{equation*}
$$

Moreover, by formal calculations, boundary condition (2.8) implies that the tangential component of the electric field $\boldsymbol{E}$ is a gradient. Indeed, after integrating $\mu \partial_{t} \boldsymbol{H} \cdot \boldsymbol{n}$ on any surface $S$ contained in $\partial \Omega$, by using (2.2) and Stokes Theorem, we obtain

$$
0=\int_{S} \mu \partial_{t} \boldsymbol{H} \cdot \boldsymbol{n}=-\int_{S} \operatorname{curl} \boldsymbol{E} \cdot \boldsymbol{n}=-\int_{\partial S} \boldsymbol{E} \cdot \boldsymbol{t}=-\int_{\partial S} \boldsymbol{n} \times(\boldsymbol{E} \times \boldsymbol{n}) \cdot \boldsymbol{t}
$$

with $\boldsymbol{t}$ being a unit vector tangent to $\partial S$. Therefore, since $\partial \Omega$ is simply connected, we can assert that there exists a sufficiently smooth function $V$ defined in $\Omega$ up to a constant, such that $\left.V\right|_{\partial \Omega}$ is a surface potential of the tangential component of $\boldsymbol{E}$; namely, $\boldsymbol{E} \times \boldsymbol{n}=-\nabla V \times \boldsymbol{n}$ on $\partial \Omega$. On the other hand, (2.6) and (2.7) imply that $V$ must be constant on each connected component of $\Gamma_{\mathrm{J}}$ and $\Gamma_{\mathrm{E}}$. Furthermore, in our model case, we will assume that the potential is the same on the whole $\Gamma_{\mathrm{E}}$. Hence $V$ can be chosen to be null on $\Gamma_{\mathrm{E}}$. Then, we can transform the second term of (3.2) by using Green's formulas as follows:

$$
\begin{equation*}
\int_{\Omega} \operatorname{curl} E \cdot G=\int_{\Omega} E \cdot \operatorname{curl} \boldsymbol{G}-\int_{\partial \Omega} E \times \boldsymbol{n} \cdot \boldsymbol{G}=\int_{\Omega} \boldsymbol{E} \cdot \operatorname{curl} \boldsymbol{G} \tag{3.3}
\end{equation*}
$$

the latter equality because

$$
-\int_{\partial \Omega} \boldsymbol{E} \times \boldsymbol{n} \cdot \boldsymbol{G}=\int_{\partial \Omega} \nabla V \times \boldsymbol{n} \cdot \boldsymbol{G}=\int_{\Omega} \nabla V \cdot \operatorname{curl} \boldsymbol{G}=\int_{\partial \Omega} V \operatorname{curl} \boldsymbol{G} \cdot \boldsymbol{n}=0
$$

where, in the last equality, we have used that $V=0$ on $\Gamma_{\mathrm{E}}, V$ is constant on each $\Gamma_{\mathrm{J}}^{n}$ and (3.1).
Now, by substituting (3.3) in (3.2), we obtain

$$
\int_{\Omega} \mu \partial_{t} \boldsymbol{H} \cdot \boldsymbol{G}+\int_{\Omega} \boldsymbol{E} \cdot \operatorname{curl} \boldsymbol{G}=0 .
$$

Moreover, because of the first equation in (3.1), the second integral above reduces to the conducting domain $\Omega_{\mathrm{C}}$, where (2.1) and (2.4) lead to $\boldsymbol{E}=\frac{1}{\sigma} \operatorname{curl} \boldsymbol{H}$. Thus, we obtain

$$
\int_{\Omega} \mu \partial_{t} \boldsymbol{H} \cdot \boldsymbol{G}+\int_{\Omega_{\mathrm{C}}} \frac{1}{\sigma} \operatorname{curl} \boldsymbol{H} \cdot \operatorname{curl} \boldsymbol{G}=0
$$

Let

$$
\mathscr{X}:=\left\{\boldsymbol{G} \in \mathrm{H}(\operatorname{curl} ; \Omega): \operatorname{curl} \boldsymbol{G}=\mathbf{0} \text { in } \Omega_{\mathrm{D}}\right\} .
$$

 Indeed, let $\zeta$ be any smooth function defined in $\partial \Omega$ such that $\zeta=1$ on $\Gamma_{\mathrm{J}}^{n}$ and $\zeta=0$ on $\Gamma_{\mathrm{E}}$ (such
 value does not depend on the particular extension $\zeta$. Here and thereafter, $\langle\cdot, \cdot\rangle_{\partial \Omega}$ denotes the duality pairing in $\mathrm{H}^{-1 / 2}(\partial \Omega) \times \mathrm{H}^{1 / 2}(\partial \Omega)$. Let

$$
\mathscr{V}:=\left\{\boldsymbol{G} \in \mathscr{X}:\langle\operatorname{curl} \boldsymbol{G} \cdot \boldsymbol{n}, 1\rangle_{\Gamma_{\mathrm{J}}^{n}}=0, n=1, \ldots, N\right\}
$$

which is a closed subspace of $\mathscr{X}$.
We are led to the following problem: Find $\boldsymbol{H}$ such that

$$
\begin{array}{rr}
\int_{\Gamma_{\mathrm{J}}^{n}} \operatorname{curl} \boldsymbol{H}(t) \cdot \boldsymbol{n}=I_{n}(t), & n=1, \ldots, N, \\
\int_{\Omega} \mu \partial_{t} \boldsymbol{H}(t) \cdot \boldsymbol{G}+\int_{\Omega_{\mathrm{C}}} \frac{1}{\sigma} \operatorname{curl} \boldsymbol{H}(t) \cdot \operatorname{curl} \boldsymbol{G}=0 & \forall \boldsymbol{G} \in \mathscr{V}, \\
\boldsymbol{H}(0)=\boldsymbol{H}_{0} . & \tag{3.6}
\end{array}
$$

### 3.1 Introducing a magnetic potential

In what follows we show how problem (3.4)-(3.6) can be rewritten by replacing the magnetic field in the dielectric domain $\Omega_{\mathrm{D}}$ by a (scalar) magnetic potential.

We assume there exist $L$ connected "cut" surfaces $\Sigma_{n} \subset \Omega_{\mathrm{D}}, n=1, \cdots, L$, such that $\partial \Sigma_{n} \subset \partial \Omega_{\mathrm{D}}$ and $\widetilde{\Omega}_{\mathrm{D}}:=\Omega_{\mathrm{D}} \backslash \bigcup_{n=1}^{L} \Sigma_{n}$ is pseudo-Lipschitz and simply connected (see, for instance, Amrouche et al. (1998)). We also assume that $\bar{\Sigma}_{n} \cap \bar{\Sigma}_{m}=\emptyset$ for $n \neq m$ (see Figure 1). For each inductor, $\Omega_{\mathrm{C}}^{n}, n=1, \ldots, N$, there exists one cut surface $\Sigma_{n}$ such that, necessarily, $\partial \Sigma_{n} \cap \partial \Omega_{\mathrm{D}} \neq \emptyset$ (see Figure 1). The remaining cut surfaces, $\Sigma_{N+1}, \ldots, \Sigma_{L}$, are assumed to be contained in the interior of $\Omega_{\mathrm{D}}$ (see Figure 1, again).

For each cut surface $\Sigma_{n}$, we assume there exists a surface $S_{n} \subset \Omega_{\mathrm{C}}^{n}$, with $\partial S_{n} \subset \partial \Omega_{\mathrm{C}}^{n}$, and such that its boundary $\gamma_{n}$ is a simple closed curve. We assume that $\gamma_{n}$ intersects once and only once $\Sigma_{n}$ and it does not intersect $\Sigma_{m}, m \neq n$. Moreover, for $n=1, \ldots, N$, we chose $\bar{S}_{n}=\Gamma_{\mathrm{J}}^{n}$.

We denote the two faces of each $\Sigma_{n}$ by $\Sigma_{n}^{-}$and $\Sigma_{n}^{+}$and fix a unit normal $\boldsymbol{n}_{n}$ on $\Sigma_{n}$ as the "outer" normal to $\Omega_{\mathrm{D}} \backslash \Sigma_{n}$ along $\Sigma_{n}^{+}$. We choose an orientation for each $\gamma_{n}$ by taking its initial and end points on $\Sigma_{n}^{-}$and $\Sigma_{n}^{+}$, respectively. We denote by $\boldsymbol{t}_{n}$ the unit vector tangent to $\gamma_{n}$ according with this orientation.

Each function $\widetilde{\Psi} \in \mathrm{H}^{1}\left(\widetilde{\Omega}_{\mathrm{D}}\right)$ has in general different traces on each face of $\Sigma_{n}$ and we denote by

$$
[\widetilde{\Psi}]_{\Sigma_{n}}:=\left.\widetilde{\Psi}\right|_{\Sigma_{n}^{-}}-\left.\widetilde{\Psi}\right|_{\Sigma_{n}^{+}}
$$

the jump of $\widetilde{\Psi}$ through $\Sigma_{n}$ along $\boldsymbol{n}_{n}$. The gradient of $\widetilde{\Psi}$ in $\mathscr{D}^{\prime}\left(\widetilde{\Omega}_{\mathrm{D}}\right)$ can be extended to $\mathrm{L}^{2}\left(\Omega_{\mathrm{D}}\right)^{3}$ and will be denoted by $\widetilde{\operatorname{grad}} \widetilde{\Psi}$.

Let $\Theta$ be the linear subspace of $\mathrm{H}^{1}\left(\widetilde{\Omega}_{\mathrm{D}}\right)$ defined by

$$
\Theta:=\left\{\widetilde{\Psi} \in \mathrm{H}^{1}\left(\widetilde{\Omega}_{\mathrm{D}}\right):\left[[\widetilde{\Psi}]_{\Sigma_{n}}=\text { constant }, n=1, \ldots, L\right\}\right.
$$

Then, for $\widetilde{\Psi} \in \mathrm{H}^{1}\left(\widetilde{\Omega}_{\mathrm{D}}\right)$, we have that $\widetilde{\operatorname{grad}} \widetilde{\Psi} \in \mathrm{H}\left(\operatorname{curl} ; \Omega_{\mathrm{D}}\right)$ if and only if $\widetilde{\Psi} \in \Theta$, in which case $\operatorname{curl}(\widetilde{\operatorname{grad}} \widetilde{\Psi})=\mathbf{0}($ see (Amrouche et al., 1998, Lemma 3.11)).

We use the following notation: given $\boldsymbol{G}_{\mathrm{C}} \in \mathrm{L}^{2}\left(\Omega_{\mathrm{C}}\right)^{3}$ and $\boldsymbol{G}_{\mathrm{D}} \in \mathrm{L}^{2}\left(\Omega_{\mathrm{D}}\right)^{3},\left(\boldsymbol{G}_{\mathrm{C}} \mid \boldsymbol{G}_{\mathrm{D}}\right)$ denotes the field $\boldsymbol{G} \in \mathrm{L}^{2}(\Omega)^{3}$ defined by $\left.\boldsymbol{G}\right|_{\Omega_{\mathrm{C}}}:=\boldsymbol{G}_{\mathrm{C}}$ and $\left.\boldsymbol{G}\right|_{\Omega_{\mathrm{D}}}:=\boldsymbol{G}_{\mathrm{D}}$.

Let us denote by $\mathscr{Y}$ the linear space given by

$$
\mathscr{Y}:=\left\{(\boldsymbol{G}, \widetilde{\Psi}) \in \mathrm{H}\left(\operatorname{curl} ; \Omega_{\mathrm{C}}\right) \times(\Theta / \mathbb{R}):(\boldsymbol{G} \mid \widetilde{\operatorname{grad}} \widetilde{\Psi}) \in \mathrm{H}(\operatorname{curl} ; \Omega)\right\}
$$

Then $(\boldsymbol{G}, \widetilde{\Psi}) \in \mathscr{Y}$ if and only if $(\boldsymbol{G} \mid \widetilde{\operatorname{grad}} \widetilde{\Psi}) \in \mathscr{X}$.
When a magnetic potential $\widetilde{\Psi} \in \mathrm{H}^{1}\left(\widetilde{\Omega}_{\mathrm{D}}\right)$ is used, boundary condition (3.4) can be imposed by fixing its jumps on the cut surfaces. Indeed, if $(\boldsymbol{G}, \widetilde{\Psi}) \in \mathscr{Y}$ is smooth enough for the following integrals to make sense, we have that

$$
\begin{equation*}
\langle\operatorname{curl} \boldsymbol{G} \cdot \boldsymbol{n}, 1\rangle_{\Gamma_{\mathrm{J}}^{n}}=\int_{\Gamma_{\mathrm{J}}^{n}} \operatorname{curl} \boldsymbol{G} \cdot \boldsymbol{n}=\int_{\gamma_{n}} \boldsymbol{G} \cdot \boldsymbol{t}_{n}=\int_{\gamma_{n}} \widetilde{\boldsymbol{\operatorname { r a d }}} \widetilde{\Psi} \cdot \boldsymbol{t}_{n}=[\widetilde{\Psi}]_{\Sigma_{n}} \tag{3.7}
\end{equation*}
$$

where we have used Stokes Theorem and the fact that $\boldsymbol{G} \times \boldsymbol{n}=\widetilde{\operatorname{grad}} \widetilde{\Psi} \times \boldsymbol{n}$ on $\Gamma_{\mathrm{I}} \supset \gamma_{n}$.

Therefore, problem (3.4)-(3.6) reduces to find $(\boldsymbol{H}, \widetilde{\Phi}):[0, T] \rightarrow \mathscr{Y}$ such that

$$
\begin{align*}
& {\left[[\widetilde{\Phi}(t)]_{\Sigma_{n}}=I_{n}(t), \quad n=1, \ldots, N\right.}  \tag{3.8}\\
& \int_{\Omega_{\mathrm{C}}} \mu \partial_{t} \boldsymbol{H}(t) \cdot \boldsymbol{G}+\int_{\Omega_{\mathrm{D}}} \mu \partial_{t} \widetilde{\operatorname{grad}} \widetilde{\Phi}(t) \cdot \widetilde{\operatorname{grad}} \widetilde{\Psi}+\int_{\Omega_{\mathrm{C}}} \frac{1}{\sigma} \boldsymbol{\operatorname { c u r l }} \boldsymbol{H}(t) \cdot \operatorname{curl} \boldsymbol{G}=0 \quad \forall(\boldsymbol{G}, \widetilde{\Psi}) \in \mathscr{Y}^{0},  \tag{3.9}\\
& (\boldsymbol{H}(0) \mid \widetilde{\operatorname{grad}} \widetilde{\Phi}(0))=\boldsymbol{H}_{0} \tag{3.10}
\end{align*}
$$

where

$$
\mathscr{Y}^{0}:=\left\{(\boldsymbol{G}, \widetilde{\Psi}) \in \mathscr{Y}:[\widetilde{\Psi}]_{\Sigma_{n}}=0, n=1, \ldots, N\right\} .
$$

### 3.2 Existence and uniqueness of the solution

In this section we will prove the existence and uniqueness of the solution to the transient eddy current problem (3.4)-(3.6). With this aim, we introduce an adequate functional framework for functions defined on a bounded time interval $[0, T]$ and with values in a separable Hilbert space $X$. We use the notation $\mathscr{C}^{0}([0, T] ; X)$ for the Banach space consisting of all continuous functions $f:[0, T] \rightarrow X$. More generally, for any $k \in \mathbb{N}, \mathscr{C}^{k}([0, T] ; X)$ denotes the subspace of $\mathscr{C}^{0}([0, T] ; X)$ of all functions $f$ with (strong) $\frac{d^{j} f}{d t^{j}}$ derivatives in $\mathscr{C}^{0}([0, T] ; X)$ for all $1 \leqslant j \leqslant k$. We will use indistinctly the notations $\frac{d f}{d t}=\partial_{t} f$ to express the derivative with respect to the variable $t$. We also consider the spaces $\mathrm{L}^{2}(0, T ; X)$ of classes of functions $f:[0, T] \rightarrow X$ that are Böchner-measurable and such that

$$
\|f\|_{L^{2}(0, T ; X)}:=\left(\int_{0}^{T}\|f(t)\|_{X}^{2} d t\right)^{1 / 2}<\infty
$$

Furthermore, we will use the space

$$
\mathrm{H}^{1}(0, T ; X):=\left\{f \in \mathrm{~L}^{2}(0, T ; X): \partial_{t} f \in \mathrm{~L}^{2}(0, T ; X)\right\} .
$$

Analogously, we define $\mathrm{H}^{k}(0, T ; X)$ for all $k \in \mathbb{N}$.
On the other hand, we denote by $\mathscr{H}_{\mathscr{V}}$ the closure of $\mathscr{V}$ in $\mathrm{L}^{2}(\Omega)^{3}$ and by $\mathscr{V}^{\prime}$ the dual space of $\mathscr{V}$ with respect to the pivot space $\mathscr{H}_{y}$ with measure $\mu(\boldsymbol{x}) d \boldsymbol{x}$ (which is topologically equivalent to $\mathrm{L}^{2}(\Omega)^{3}$ with the standard Lebesgue measure). Hence, for $\boldsymbol{F} \in \mathscr{H}_{y}$ we have

$$
\langle\boldsymbol{F}, \boldsymbol{G}\rangle_{\mathscr{V}^{\prime} \times \mathscr{V}}=\int_{\Omega} \mu \boldsymbol{F} \cdot \boldsymbol{G} \quad \forall \boldsymbol{G} \in \mathscr{V}
$$

Thus, problem (3.4)-(3.6) can be rewritten as follows:
Problem 3.1 Find $\boldsymbol{H} \in \mathrm{L}^{2}(0, T ; \mathscr{X}) \cap \mathrm{H}^{1}\left(0, T ; \mathscr{V}^{\prime}\right)$ such that

$$
\begin{align*}
\langle\operatorname{curl} \boldsymbol{H}(t) \cdot \boldsymbol{n}, 1\rangle_{\Gamma_{\mathrm{J}}^{n}}=I_{n}(t), & n=1, \ldots, N,  \tag{3.11}\\
\left\langle\partial_{t} \boldsymbol{H}(t), \boldsymbol{G}\right\rangle_{\mathscr{V}^{\prime} \times \mathscr{V}}+a(\boldsymbol{H}(t), \boldsymbol{G})=0 & \forall \boldsymbol{G} \in \mathscr{V},  \tag{3.12}\\
\boldsymbol{H}(0)=\boldsymbol{H}_{0} . & \tag{3.13}
\end{align*}
$$

The bilinear form $a$ is defined over $\mathscr{X} \times \mathscr{X}$ by

$$
a(\boldsymbol{K}, \boldsymbol{G}):=\int_{\Omega_{\mathrm{C}}} \frac{1}{\sigma} \operatorname{curl} \boldsymbol{K} \cdot \operatorname{curl} \boldsymbol{G}
$$

It is continuous and satisfies the following Gårding's inequality: for each $\lambda>0$ there exists $\alpha>0$ such that

$$
\begin{equation*}
a(\boldsymbol{G}, \boldsymbol{G})+\lambda\|\boldsymbol{G}\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2} \geqslant \alpha\|\boldsymbol{G}\|_{\mathrm{H}(\mathbf{c u r l} ; \Omega)}^{2} \quad \forall \boldsymbol{G} \in \mathscr{X} \tag{3.14}
\end{equation*}
$$

For the initial data we assume that

$$
\begin{equation*}
\boldsymbol{H}_{0} \in \mathscr{X} \quad \text { and } \quad\left\langle\boldsymbol{\operatorname { c u r l }} \boldsymbol{H}_{0} \cdot \boldsymbol{n}, 1\right\rangle_{\Gamma_{\mathrm{J}}^{n}}=I_{n}(0), \quad n=1, \ldots, N . \tag{3.15}
\end{equation*}
$$

The reason for this assumption will be made clear below.
The next step is to write an equivalent form of Problem 3.1 more amenable for the analysis. The first goal is to build $\widehat{\boldsymbol{H}} \in \mathrm{H}^{1}(0, T ; \mathscr{X})$ satisfying (3.11). With this aim we will use the unique solutions $w_{n} \in \mathrm{H}^{1}\left(\Omega_{\mathrm{C}}^{n}\right), n=1, \ldots, N$, of the following problems:

$$
\begin{align*}
&-\Delta w_{n}=0 \\
& \frac{\text { in } \Omega_{\mathrm{C}}^{n},}{}  \tag{3.16}\\
& \frac{\partial w_{n}}{\partial n}=\left\{\begin{array}{cll}
\frac{I_{n}(0)}{\left|\Gamma_{\mathrm{J}}^{n}\right|} & \text { on } & \Gamma_{\mathrm{J}}^{n}, \\
0 & \text { on } & \partial \Omega_{\mathrm{C}}^{n} \cap \Gamma_{\mathrm{F}},
\end{array}\right. \\
& w_{n}=0
\end{align*} \begin{array}{ll}
\text { on } \Gamma_{\mathrm{E}}^{n} .
\end{array}
$$

Straightforward computations allow us to show that $\left\|w_{n}\right\|_{\mathrm{H}^{1}\left(\Omega_{\mathrm{C}}^{n}\right)} \leqslant C\left|I_{n}(0)\right|$.
Let $\boldsymbol{Q} \in \mathrm{L}^{2}(\Omega)^{3}$ be defined by

$$
\boldsymbol{Q}:=\left\{\begin{array}{cll}
\nabla w_{n} & \text { in } \Omega_{\mathrm{C}}^{n}, & n=1, \ldots, N \\
\mathbf{0} & \text { in } \Omega_{\mathrm{D}}, & \\
\mathbf{0} & \text { in } \Omega_{\mathrm{C}}^{n}, & n=N+1, \ldots, M .
\end{array}\right.
$$

Since $\operatorname{div}\left(\nabla w_{n}\right)=0$ in $\Omega_{\mathrm{C}}^{n}$ and $\nabla w_{n} \cdot \boldsymbol{n}=0$ on $\Gamma_{\mathrm{I}} \cap \partial \Omega_{\mathrm{C}}^{n}, \boldsymbol{Q} \in \mathrm{H}(\operatorname{div}, \Omega)$ and $\operatorname{div} \boldsymbol{Q}=0$ in $\Omega$. Then, since $\partial \Omega$ is connected, there exists a vector potential $\widehat{\boldsymbol{H}}_{0} \in \mathrm{H}^{1}(\Omega)^{3}$ such that

$$
\begin{equation*}
\operatorname{curl} \widehat{\boldsymbol{H}}_{0}=\boldsymbol{Q} \tag{3.17}
\end{equation*}
$$

and $\operatorname{div} \widehat{\boldsymbol{H}}_{0}=0$ (see (Girault \& Raviart, 1986, Theorem I.3.4)). Moreover, as a consequence of the open mapping theorem, we obtain

$$
\begin{equation*}
\left\|\widehat{\boldsymbol{H}}_{0}\right\|_{\mathrm{H}^{1}(\Omega)^{3}} \leqslant C\|\boldsymbol{Q}\|_{\mathrm{L}^{2}(\Omega)^{3}} \leqslant C\left(\sum_{n=1}^{N}\left|I_{n}(0)\right|^{2}\right)^{1 / 2} \tag{3.18}
\end{equation*}
$$

here and thereafter $C$ denotes a generic constant not necessarily the same at each occurrence.
Similarly, let $v_{n}:[0, T] \rightarrow \mathrm{H}^{1}\left(\Omega_{\mathrm{C}}^{n}\right)$ be the unique solution of

$$
\begin{align*}
-\Delta v_{n}(t) & =0 \\
\frac{\partial v_{n}}{\partial n}(t) & =\left\{\begin{array}{lll}
\frac{I_{n}^{\prime}(t)}{\left|\Gamma_{\mathrm{J}}^{n}\right|} & \text { on } & \Gamma_{\mathrm{J}}^{n}, \\
0 & \text { on } & \partial \Omega_{\mathrm{C}}^{n} \cap \Gamma_{\mathrm{I}},
\end{array}\right.  \tag{3.19}\\
v_{n}(t) & =0
\end{align*} \begin{array}{ll}
\text { on } \Gamma_{\mathrm{E}}^{n} .
\end{array}
$$

Then, as above, $\left\|v_{n}(t)\right\|_{\mathrm{H}^{1}\left(\Omega_{\mathrm{C}}^{n}\right)} \leqslant C\left|I_{n}^{\prime}(t)\right|$. (Recall that we have assumed $I_{n} \in \mathrm{H}^{1}(0, T)$.)
We repeat the procedure above and define $\boldsymbol{P}(t) \in \mathrm{L}^{2}(\Omega)^{3}$ by $\boldsymbol{P}(t):=\nabla v_{n}(t)$ in $\Omega_{\mathrm{C}}^{n}, n=1, \ldots, N$, extended by zero to the whole $\Omega$. Once more $\boldsymbol{P}(t) \in \mathrm{H}(\operatorname{div}, \Omega)$ with $\operatorname{div} \boldsymbol{P}(t)=0$. Then, there exists a vector potential $\boldsymbol{F}(t) \in \mathrm{H}^{1}(\Omega)^{3}$ such that

$$
\begin{equation*}
\operatorname{curl} \boldsymbol{F}(t)=\boldsymbol{P}(t) \tag{3.20}
\end{equation*}
$$

$\operatorname{div} \boldsymbol{F}(t)=0$ and

$$
\begin{equation*}
\|\boldsymbol{F}(t)\|_{\mathrm{H}^{1}(\Omega)^{3}} \leqslant C\|\boldsymbol{P}(t)\|_{\mathrm{L}^{2}(\Omega)^{3}} \leqslant C\left(\sum_{n=1}^{N}\left|I_{n}^{\prime}(t)\right|^{2}\right)^{1 / 2} \tag{3.21}
\end{equation*}
$$

Function $\boldsymbol{F}$ is Böchner-integrable (i.e., it is Böchner-measurable and the real-valued function $\|\boldsymbol{F}(t)\|_{\mathscr{X}}$ : $[0, T] \rightarrow \mathbb{R}$ has a finite Lebesgue integral). Indeed, using the Cauchy-Schwartz inequality we obtain

$$
\int_{0}^{T}\|\boldsymbol{F}(s)\|_{\mathscr{X}} d s \leqslant C\left(\sum_{n=1}^{N} \int_{0}^{T}\left|I_{n}^{\prime}(s)\right|^{2} d s\right)^{1 / 2}<\infty
$$

since $I_{n} \in \mathrm{H}^{1}(0, T), n=1, \ldots, N$. Therefore, if we define

$$
\begin{equation*}
\widehat{\boldsymbol{H}}(t):=\widehat{\boldsymbol{H}}_{0}+\int_{0}^{t} \boldsymbol{F}(s) d s \tag{3.22}
\end{equation*}
$$

then it follows that (see (Ženíšek, 1990, Remark 131(b))) a.e. in $[0, T]$ and in the distributional sense

$$
\partial_{t} \widehat{\boldsymbol{H}}(t)=\boldsymbol{F}(t)
$$

On the other hand, from (3.21) we have

$$
\int_{0}^{T}\left\|\partial_{t} \widehat{\boldsymbol{H}}(t)\right\|_{\mathscr{X}}^{2} d t=\int_{0}^{T}\|\boldsymbol{F}(t)\|_{\mathscr{X}}^{2} d t \leqslant C \sum_{n=1}^{N} \int_{0}^{T}\left|I_{n}^{\prime}(t)\right|^{2} d t<\infty
$$

Straightforward computations yield $\int_{0}^{T}\|\widehat{\boldsymbol{H}}(t)\|_{\mathscr{X}}^{2} d t<\infty$ too, so that we conclude that $\widehat{\boldsymbol{H}} \in \mathrm{H}^{1}(0, T ; \mathscr{X})$; furthermore, from (3.17), (3.20) and (Ženíšek, 1990, Theorem $111 \& 127$ ) we have that

$$
\operatorname{curl} \widehat{\boldsymbol{H}}(t)=\boldsymbol{Q}+\int_{0}^{t} \boldsymbol{P}(s) d s
$$

Consequently, for $n=1, \ldots, N$,

$$
\begin{aligned}
\int_{\Gamma_{\mathrm{J}}^{n}} \operatorname{curl} \widehat{\boldsymbol{H}}(t) \cdot \boldsymbol{n} & =\int_{\Gamma_{\mathrm{J}}^{n}} \boldsymbol{Q} \cdot \boldsymbol{n}+\int_{\Gamma_{\mathrm{J}}^{n}} \int_{0}^{t} \boldsymbol{P}(s) \cdot \boldsymbol{n} d s=\int_{\Gamma_{\mathrm{J}}^{n}} \frac{\partial w_{n}}{\partial n}+\int_{\Gamma_{\mathrm{J}}^{n}} \int_{0}^{t} \frac{\partial v_{n}}{\partial n}(s) d s \\
& =I_{n}(0)+\int_{0}^{t} I_{n}^{\prime}(s) d s=I_{n}(t)
\end{aligned}
$$

Now, if we write $\boldsymbol{H}=\widetilde{\boldsymbol{H}}+\widehat{\boldsymbol{H}}$, then Problem 3.1 is equivalent to finding $\widetilde{\boldsymbol{H}} \in \mathrm{L}^{2}(0, T ; \mathscr{V}) \cap \mathrm{H}^{1}\left(0, T ; \mathscr{V}^{\prime}\right)$ such that

$$
\begin{gather*}
\left\langle\partial_{t} \widetilde{\boldsymbol{H}}(t), \boldsymbol{G}\right\rangle_{\mathscr{V}^{\prime} \times \mathscr{V}}+a(\widetilde{\boldsymbol{H}}(t), \boldsymbol{G})=\langle f(t), \boldsymbol{G}\rangle_{\mathscr{V}^{\prime} \times \mathscr{V}} \quad \forall \boldsymbol{G} \in \mathscr{V},  \tag{3.23}\\
\widetilde{\boldsymbol{H}}(0)=\boldsymbol{H}_{0}-\widehat{\boldsymbol{H}}_{0}, \tag{3.24}
\end{gather*}
$$

where $f:[0, T] \rightarrow \mathscr{V}^{\prime}$ is defined by

$$
\begin{equation*}
\langle f(t), \boldsymbol{G}\rangle_{\mathscr{V}^{\prime} \times \mathscr{V}}:=-\int_{\Omega} \mu \partial_{t} \widehat{\boldsymbol{H}}(t) \cdot \boldsymbol{G}-\int_{\Omega_{\mathrm{C}}} \frac{1}{\sigma} \operatorname{curl} \widehat{\boldsymbol{H}}(t) \cdot \operatorname{curl} \boldsymbol{G} \quad \forall \boldsymbol{G} \in \mathscr{V} \tag{3.25}
\end{equation*}
$$

Notice that from (3.18) and (3.21)

$$
\begin{equation*}
\|f(t)\|_{\mathscr{V}^{\prime}}^{2} \leqslant C\left\{\sum_{n=1}^{N}\left|I_{n}(0)\right|^{2}+\sum_{n=1}^{N}\left|I_{n}^{\prime}(t)\right|^{2}+\sum_{n=1}^{N} \int_{0}^{t}\left|I_{n}^{\prime}(s)\right|^{2} d s\right\} \tag{3.26}
\end{equation*}
$$

and hence $f \in \mathrm{~L}^{2}\left(0, T ; \mathscr{V}^{\prime}\right)$.
Regarding the initial condition, since $\mathscr{H}_{\mathscr{V}}$ is the closure of $\mathscr{V}$ in $\mathrm{L}^{2}(\Omega)^{3}$, we have that $\mathrm{L}^{2}(0, T ; \mathscr{V}) \cap$ $\mathrm{H}^{1}\left(0, T ; \mathscr{V}^{\prime}\right) \hookrightarrow \mathscr{C}^{0}\left([0, T] ; \mathscr{H}_{\mathscr{V}}\right)$ (see (Dautray \& Lions, 1992, Chapter XVIII)) and consequently $\boldsymbol{H}_{0}-$ $\widehat{\boldsymbol{H}}_{0}$ has to belong to $\mathscr{H}_{V}$. This is fulfilled in our case since, because of assumption (3.15), $\boldsymbol{H}_{0}-\widehat{\boldsymbol{H}}_{0} \in$ $\mathscr{V} \subset \mathscr{H}_{\mathscr{y}}$.

Now, we are in a position to prove the following result:
THEOREM 3.2 Given $I_{n} \in \mathrm{H}^{1}(0, T), n=1, \ldots, N$, and $\boldsymbol{H}_{0}$ satisfying (3.15), Problem 3.1 has a unique solution $\boldsymbol{H}$. Furthermore, there exists $C>0$ such that

$$
\|\boldsymbol{H}\|_{\mathscr{C}^{0}\left(0, T ; \mathrm{L}^{2}(\Omega)^{3}\right)}^{2}+\|\boldsymbol{H}\|_{\mathrm{L}^{2}(0, T ; \mathscr{X})}^{2} \leqslant C\left\{\left\|\boldsymbol{H}_{0}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}+\sum_{n=1}^{N}\left\|I_{n}\right\|_{\mathrm{H}^{1}(0, T)}^{2}\right\}
$$

Proof. Let $\widehat{\boldsymbol{H}}_{0}$ and $\widehat{\boldsymbol{H}}(t)$ be defined as above. Since $\widetilde{\boldsymbol{H}}(0) \in \mathscr{H}_{y}, a(\cdot, \cdot)$ is a continuous bilinear form satisfying the Gårding inequality (3.14), and $f \in \mathrm{~L}^{2}\left(0, T ; \mathscr{V}^{\prime}\right)$ (cf. (3.26)), by applying Lions Theorem (see Dautray \& Lions (1992)) problem (3.23)-(3.24) has a unique solution $\widetilde{\boldsymbol{H}}$ and there exists $C>0$ such that

$$
\max _{t \in[0, T]}\|\widetilde{\boldsymbol{H}}(t)\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}+\int_{0}^{T}\|\widetilde{\boldsymbol{H}}(t)\|_{\mathrm{H}(\mathbf{c u r l} ; \Omega)}^{2} d t \leqslant C\left\{\left\|\boldsymbol{H}_{0}-\widehat{\boldsymbol{H}}_{0}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}+\|f\|_{\mathrm{L}^{2}\left(0, T ; \mathscr{V}^{\prime}\right)}^{2}\right\}
$$

Therefore, Problem 3.1 has a unique solution $\boldsymbol{H}=\widetilde{\boldsymbol{H}}+\widehat{\boldsymbol{H}}$ and

$$
\max _{t \in[0, T]}\|\boldsymbol{H}(t)\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}+\int_{0}^{T}\|\boldsymbol{H}(t)\|_{\mathrm{H}(\operatorname{curl} ; \Omega)}^{2} d t \leqslant C\left\{\left\|\boldsymbol{H}_{0}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}+\sum_{n=1}^{N}\left|I_{n}(0)\right|^{2}+\sum_{n=1}^{N} \int_{0}^{T}\left|I_{n}^{\prime}(s)\right|^{2} d s\right\}
$$

Thus we conclude the theorem.

### 3.3 Additional regularity

Our next goal is to show that the solution of Problem 3.1 satisfies somehow equations (2.1)-(2.8). First, we will show an additional regularity result for this kind of evolution problems.

We consider two real, separable Hilbert spaces $X$ and $H$. Moreover, we suppose that $X$ is dense in $H$, so that, by identifying $H$ with its dual $H^{\prime}$, we have $X \hookrightarrow H \hookrightarrow X^{\prime}$, both inclusions being dense.

Given $u_{0} \in H$ and $g \in \mathrm{~L}^{2}\left(0, T ; X^{\prime}\right)$ we consider the following problem: Find $u \in \mathrm{~L}^{2}(0, T ; X) \cap$ $\mathrm{H}^{1}\left(0, T ; X^{\prime}\right)$ such that

$$
\begin{array}{r}
\left\langle\partial_{t} u(t), v\right\rangle_{X^{\prime} \times X}+c(u(t), v)=\langle g(t), v\rangle_{X^{\prime} \times X} \quad \forall v \in X, \\
u(0)=u_{0}, \tag{3.28}
\end{array}
$$

where $c: X \times X \rightarrow \mathbb{R}$ is bilinear, bounded and elliptic. We know that problem (3.27)-(3.28) has a unique solution (see Dautray \& Lions (1992)). Moreover, we have the following additional regularity result.
Lemma 3.1 If $u_{0} \in X, g \in \mathrm{H}^{1}\left(0, T ; X^{\prime}\right)$ and $u$ is the solution of problem (3.27)-(3.28), then $u \in$ $\mathrm{L}^{\infty}(0, T ; X)$ and $\partial_{t} u \in \mathrm{~L}^{2}(0, T ; H)$.

Proof. The proof follows the line of that of Theorem 5 from (Evans, 1998, Chapter 7) by using a Galerkin approximation method (see Dautray \& Lions (1992)). Let $\left\{X_{m}\right\}_{m \in \mathbb{N}}$ be a family of finite dimensional vector spaces satisfying

$$
X_{m} \subseteq X, \quad \operatorname{dim} X_{m}<\infty, \quad X_{m} \rightarrow X \text { as } m \rightarrow \infty ;
$$

the convergence above must be understood in the following sense: there exists a dense subspace $\mathscr{U}$ of $X$, such that, for all $v \in \mathscr{U}$, we can find a sequence $\left\{v_{m}\right\}_{m \in \mathbb{N}}, v_{m} \in X_{m}$ such that $v_{m} \rightarrow v$ in $X$ as $m \rightarrow \infty$.

Therefore, for $u_{0} \in X$ let $\left\{u_{0 m}\right\}_{m \in \mathbb{N}}, u_{0 m} \in X_{m}$ be such that $u_{0 m} \rightarrow u_{0}$ in $X$ as $m \rightarrow \infty$. Let $\left\{w_{j}\right\}_{j \in \mathbb{N}}$ be such that $\left\{w_{j}\right\}_{j=1}^{m}$ in a basis of $X_{m}$.

Consider the following problem: Find $u_{m}(t):=\sum_{j=1}^{m} \xi_{j}(t) w_{j}$ satisfying

$$
\begin{gather*}
\left(\partial_{t} u_{m}(t), w_{j}\right)_{H}+c\left(u_{m}(t), w_{j}\right)=\left\langle g(t), w_{j}\right\rangle_{X^{\prime} \times X}, \quad 1 \leqslant j \leqslant m,  \tag{3.29}\\
u_{m}(0)=u_{0 m} . \tag{3.30}
\end{gather*}
$$

We know that there exists a subsequence of $\left\{u_{m}\right\}_{m \in \mathbb{N}}$, that we also denote $\left\{u_{m}\right\}_{m \in \mathbb{N}}$, such that

$$
u_{m} \rightarrow u \text { weakly in } \mathrm{L}^{2}(0, T ; X), \quad \partial_{t} u_{m} \rightarrow \partial_{t} u \text { weakly in } \mathrm{L}^{2}\left(0, T ; X^{\prime}\right)
$$

For fixed $m \geqslant 1$, we multiply (3.29) by $\xi_{j}^{\prime}(t)$ and sum from $j=1$ to $m$, to obtain

$$
\left\|\partial_{t} u_{m}(t)\right\|_{H}^{2}+\frac{1}{2} \frac{d}{d t} c\left(u_{m}(t), u_{m}(t)\right)=\frac{d}{d t}\left\langle g(t), u_{m}(t)\right\rangle_{X^{\prime} \times X}-\left\langle\partial_{t} g(t), u_{m}(t)\right\rangle_{X^{\prime} \times X} .
$$

Integrating over $t$ and using Cauchy-Schwartz inequality yield

$$
\int_{0}^{t}\left\|\partial_{t} u_{m}(s)\right\|_{H}^{2} d s+\left\|u_{m}(t)\right\|_{X}^{2} \leqslant C\left\{\left\|u_{m}(0)\right\|_{X}^{2}+\sup _{0 \leqslant t \leqslant T}\|g(t)\|_{X^{\prime}}^{2}+\int_{0}^{T}\left\|\partial_{t} g(t)\right\|_{X^{\prime}}^{2} d t+\int_{0}^{t}\left\|u_{m}(s)\right\|_{X}^{2} d s\right\}
$$

Using Gronwall's inequality, we obtain

$$
\left\|u_{m}(t)\right\|_{X}^{2} \leqslant C\left\{\left\|u_{0 m}\right\|_{X}^{2}+\sup _{0 \leqslant t \leqslant T}\|g(t)\|_{X^{\prime}}^{2}+\int_{0}^{T}\left\|\partial_{t} g(t)\right\|_{X^{\prime}}^{2} d t\right\}
$$

Therefore

$$
\int_{0}^{T}\left\|\partial_{t} u_{m}(t)\right\|_{H}^{2} d t+\sup _{0 \leqslant t \leqslant T}\left\|u_{m}(t)\right\|_{X}^{2} \leqslant C\left\{\left\|u_{0 m}\right\|_{X}^{2}+\sup _{0 \leqslant t \leqslant T}\|g(t)\|_{X^{\prime}}^{2}+\left\|\partial_{t} g\right\|_{\mathrm{L}^{2}\left(0, T ; X^{\prime}\right)}^{2}\right\}
$$

and passing to the limit as $m \rightarrow \infty$, we deduce that $u \in \mathrm{~L}^{\infty}(0, T ; X)$ and $\partial_{t} u \in \mathrm{~L}^{2}(0, T ; H)$.
The previous lemma is also valid for any bilinear form that satisfies a Gårding inequality like (3.14). In fact, if we write $u=w e^{\lambda t}, \lambda>0$, then $w$ satisfies

$$
\begin{array}{r}
\left\langle\partial_{t} w(t), v\right\rangle_{X^{\prime} \times X}+\widetilde{c}(w(t), v)=\left\langle e^{-\lambda t} g(t), v\right\rangle_{X^{\prime} \times X} \quad \forall v \in X, \\
w(0)=u_{0},
\end{array}
$$

where $\widetilde{c}(w(t), v):=c(w(t), v)+\lambda(w(t), v)_{H}$ is bilinear, bounded and elliptic.
In what follows we will also use the closure of $\mathscr{X}$ in $\mathrm{L}^{2}(\Omega)^{3}$, which we denote $\mathscr{H}_{\mathscr{X}}$. We have the following characterization of this space.

LEMMA 3.2

$$
\mathscr{H}_{\mathscr{X}}=\left\{\boldsymbol{G} \in \mathrm{L}^{2}(\Omega)^{3}: \operatorname{curl} \boldsymbol{G}=\mathbf{0} \text { in } \Omega_{\mathrm{D}}\right\} .
$$

Proof. Given that $\left\{\boldsymbol{G} \in \mathrm{L}^{2}(\Omega)^{3}: \operatorname{curl} \boldsymbol{G}=\mathbf{0}\right.$ in $\left.\Omega_{\mathrm{D}}\right\}$ is a closed subspace of $\mathrm{L}^{2}(\Omega)^{3}$, it is enough to prove that $\mathscr{X}$ is densely included in this subspace.

Let $\boldsymbol{G} \in \mathrm{L}^{2}(\Omega)^{3}$ such that $\operatorname{curl} \boldsymbol{G}=\mathbf{0}$ in $\Omega_{\mathrm{D}}$. Let $\widetilde{\boldsymbol{G}} \in \mathrm{H}(\boldsymbol{\operatorname { c u r l }} ; \Omega)$ such that $\widetilde{\boldsymbol{G}}=\boldsymbol{G}$ in $\Omega_{\mathrm{D}}$. Hence, $\left.(\boldsymbol{G}-\widetilde{\boldsymbol{G}})\right|_{\Omega_{\mathrm{C}}} \in \mathrm{L}^{2}\left(\Omega_{\mathrm{C}}\right)^{3}$. Then, there exists $\left\{\Phi_{k}\right\}_{k \in \mathbb{N}} \subset \mathscr{D}\left(\Omega_{\mathrm{C}}\right)^{3}$ such that $\left\|\Phi_{k}-(\boldsymbol{G}-\widetilde{\boldsymbol{G}})\right\|_{\mathrm{L}^{2}\left(\Omega_{\mathrm{C}}\right)^{3}} \rightarrow 0$ as $k \rightarrow \infty$. If we denote by $\widetilde{\Phi}_{k}$ the extension by zero of $\Phi_{k}$ to $\Omega$, then $\widetilde{\Phi}_{k}+\widetilde{\boldsymbol{G}} \in \mathscr{X}$ for all $k \in \mathbb{N}$ and $\left\|\left(\widetilde{\Phi}_{k}+\widetilde{\boldsymbol{G}}\right)-\boldsymbol{G}\right\|_{\mathrm{L}^{2}(\Omega)^{3}} \rightarrow 0$ as $k \rightarrow \infty$.

In what follows, we will apply Lemma 3.1 to our problem. With this end, we will assume more regularity on the input currents intensities, namely, $I_{n} \in \mathrm{H}^{2}(0, T), n=1, \ldots, N$. In such a case we can modify the definition (3.22) of $\widehat{\boldsymbol{H}}$ so that $\partial_{t} \boldsymbol{H} \in \mathrm{~L}^{2}(0, T ; \mathscr{H} \mathscr{X})$. Indeed, let $u_{n}:[0, T] \rightarrow \mathrm{H}^{1}\left(\Omega_{\mathrm{C}}^{n}\right)$ be the unique solution of

$$
\begin{aligned}
-\Delta u_{n}(t) & =0 \\
\frac{\partial u_{n}(t)}{\partial n} & =\left\{\begin{array}{lll}
\frac{I_{n}^{\prime \prime}(t)}{\Gamma_{\mathrm{C}}^{n} \mid} & \text { on } & \Gamma_{\mathrm{J}}^{n}, \\
0 & \text { on } & \partial \Omega_{\mathrm{C}}^{n} \cap \Gamma_{\mathrm{I}},
\end{array}\right. \\
u_{n}(t) & =0
\end{aligned} \begin{array}{ll}
\text { on } \Gamma_{\mathrm{E}}^{n} .
\end{array}
$$

Proceeding as was done for problem (3.16), we obtain that $\left\|u_{n}(t)\right\|_{\mathrm{H}^{1}\left(\Omega_{\mathrm{C}}^{n}\right.} \leqslant C\left|I_{n}^{\prime \prime}(t)\right|$.
Let $\boldsymbol{R}(t) \in \mathrm{L}^{2}(\Omega)^{3}$ be defined by $\boldsymbol{R}(t):=\nabla u_{n}(t)$ in $\Omega_{\mathrm{C}}^{n}, n=1, \ldots, N$, extended by zero to the whole $\Omega$. Hence $\boldsymbol{R}(t) \in \mathrm{H}(\operatorname{div}, \Omega)$ with $\operatorname{div} \boldsymbol{R}(t)=0$ and there exists a vector potential $\boldsymbol{K}(t) \in \mathrm{H}^{1}(\Omega)^{3}$ such that

$$
\begin{equation*}
\operatorname{curl} \boldsymbol{K}(t)=\boldsymbol{R}(t) \tag{3.31}
\end{equation*}
$$

$\operatorname{div} \boldsymbol{K}(t)=0$ and

$$
\begin{equation*}
\|\boldsymbol{K}(t)\|_{\mathrm{H}^{1}(\Omega)^{3}} \leqslant C\|\boldsymbol{R}(t)\|_{\mathrm{L}^{2}(\Omega)^{3}} \leqslant C\left(\sum_{n=1}^{N}\left|I_{n}^{\prime \prime}(t)\right|^{2}\right)^{1 / 2} \tag{3.32}
\end{equation*}
$$

Now, if instead of $\widehat{\boldsymbol{H}}$ as defined in (3.22) we use

$$
\begin{equation*}
\widehat{\boldsymbol{H}}(t):=\widehat{\boldsymbol{H}}_{0}+t \boldsymbol{F}(0)+\int_{0}^{t}\left(\int_{0}^{s} \boldsymbol{K}(r) d r\right) d s \tag{3.33}
\end{equation*}
$$

then $\widehat{\boldsymbol{H}} \in \mathrm{H}^{1}(0, T ; \mathscr{X})$ and, from (3.17), (3.20) and (3.31), we have that

$$
\begin{equation*}
\operatorname{curl} \widehat{\boldsymbol{H}}(t)=\boldsymbol{Q}+t \boldsymbol{P}(0)+\int_{0}^{t}\left(\int_{0}^{s} \boldsymbol{R}(r) d r\right) d s \tag{3.34}
\end{equation*}
$$

Hence, $\int_{\Gamma_{\mathrm{J}}^{n}} \operatorname{curl} \widehat{\boldsymbol{H}}(t) \cdot \boldsymbol{n}=I_{n}(t), n=1, \ldots, N$.
To apply Lemma 3.1 to our problem we take $f:[0, T] \rightarrow \mathscr{V}^{\prime}$ defined as in (3.25) with $\widehat{\boldsymbol{H}}$ given by (3.33). For $I_{n} \in \mathrm{H}^{2}(0, T), n=1, \ldots, N$, we have that $f \in \mathrm{H}^{1}\left(0, T ; \mathscr{V}^{\prime}\right)$. In fact, $\partial_{t} f:[0, T] \rightarrow \mathscr{V}^{\prime}$ is given by

$$
\left\langle\partial_{t} f(t), \boldsymbol{G}\right\rangle_{\mathscr{Y}^{\prime} \times \mathscr{V}}:=-\int_{\Omega} \mu \partial_{t t} \widehat{\boldsymbol{H}}(t) \cdot \boldsymbol{G}-\int_{\Omega_{\mathrm{C}}} \frac{1}{\sigma} \partial_{t}(\operatorname{curl} \widehat{\boldsymbol{H}}(t)) \cdot \operatorname{curl} \boldsymbol{G}
$$

Since, $\partial_{t t} \widehat{\boldsymbol{H}}(t)=\boldsymbol{K}(t)\left(\right.$ cf. (3.33)) and $\partial_{t}(\mathbf{c u r l} \widehat{\boldsymbol{H}}(t))=\boldsymbol{P}(0)+\int_{0}^{t} \boldsymbol{K}(s) d s$ (cf. (3.34)), thanks to (3.21) and (3.32) we have

$$
\left\|\partial_{t} f(t)\right\|_{\mathscr{V}^{\prime}}^{2} \leqslant C\left\{\sum_{n=1}^{N}\left|I_{n}^{\prime}(0)\right|^{2}+\sum_{n=1}^{N}\left|I_{n}^{\prime \prime}(t)\right|^{2}+\sum_{n=1}^{N} \int_{0}^{t}\left|I_{n}^{\prime \prime}(s)\right|^{2} d s\right\}
$$

and, consequently, $f \in \mathrm{H}^{1}\left(0, T ; \mathscr{V}^{\prime}\right)$, which allows us to use Lemma 3.1 to conclude the following result:
Theorem 3.3 Given $I_{n} \in \mathrm{H}^{2}(0, T), n=1, \ldots, N$, and $\boldsymbol{H}_{0}$ satisfying (3.15), the unique solution $\boldsymbol{H}$ of Problem 3.1 satisfies $\boldsymbol{H} \in \mathrm{L}^{\infty}(0, T ; \mathscr{H} \mathscr{X})$ and $\partial_{t} \boldsymbol{H} \in \mathrm{~L}^{2}\left(0, T ; \mathscr{H}_{\mathscr{X}}\right)$.
Proof. Let $\boldsymbol{H}$ be the solution of Problem 3.1. Let $\widehat{\boldsymbol{H}}$ be defined by (3.33). Let $\widetilde{\boldsymbol{H}}:=\boldsymbol{H}-\widehat{\boldsymbol{H}}$. Then $\widetilde{\boldsymbol{H}}$ satisfies (3.23)-(3.24) with $f$ given by (3.25). From the assumptions on $\boldsymbol{H}_{0}$ and the definition of $\widehat{\boldsymbol{H}}_{0}$ we have that $\boldsymbol{H}_{0}-\widehat{\boldsymbol{H}}_{0} \in \mathscr{V}$. Moreover, as was shown above, $f \in \mathrm{H}^{1}\left(0, T ; \mathscr{V}^{\prime}\right)$. Hence, we can apply Lemma 3.1 to conclude that $\widetilde{\boldsymbol{H}} \in \mathrm{L}^{\infty}(0, T ; \mathscr{V})$ and $\partial_{t} \widetilde{\boldsymbol{H}} \in \mathrm{~L}^{2}\left(0, T ; \mathscr{H}_{\mathscr{V}}\right)$. Thus the theorem follows from the fact that $\widehat{\boldsymbol{H}} \in \mathrm{H}^{1}(0, T ; \mathscr{X})$, which was also shown above.

Let $\mathscr{X}^{\prime}$ be the dual space of $\mathscr{X}$ with respect to the pivot space $\mathscr{H}_{\mathscr{X}}$ with measure $\boldsymbol{\mu}(\boldsymbol{x}) d \boldsymbol{x}$. In order to prove that the solution of Problem 3.1 satisfies equations (2.1)-(2.8) we introduce the following mixed formulation:

Find $(\boldsymbol{H}, \vec{V}) \in \mathrm{L}^{2}(0, T ; \mathscr{X}) \cap \mathrm{H}^{1}\left(0, T ; \mathscr{X}^{\prime}\right) \times \mathrm{L}^{2}\left(0, T ; \mathbb{R}^{N}\right)$ such that

$$
\begin{align*}
&\left\langle\partial_{t} \boldsymbol{H}(t), \boldsymbol{G}\right\rangle_{\mathscr{X}^{\prime} \times \mathscr{X}}+a(\boldsymbol{H}(t), \boldsymbol{G})+b(\boldsymbol{G}, \vec{V}(t))=0 \quad \forall \boldsymbol{G} \in \mathscr{X},  \tag{3.35}\\
& b(\boldsymbol{H}(t), \vec{W})=\sum_{n=1}^{N} \boldsymbol{I}_{n}(t) W_{n} \quad \forall \vec{W}=\left(W_{1}, \ldots, W_{N}\right) \in \mathbb{R}^{N},  \tag{3.36}\\
& \boldsymbol{H}(0)=\boldsymbol{H}_{0} \tag{3.37}
\end{align*}
$$

where $b: \mathscr{X} \times \mathbb{R}^{N} \rightarrow \mathbb{R}$ is the bilinear form defined by

$$
b(\boldsymbol{G}, \vec{W}):=\sum_{n=1}^{N} W_{n}\langle\operatorname{curl} \boldsymbol{G} \cdot \boldsymbol{n}, 1\rangle_{\Gamma_{\mathrm{J}}^{n}}
$$

Next we prove that (3.35)-(3.37) is actually equivalent to Problem 3.1.
Lemma 3.3 Given $I_{n} \in \mathrm{H}^{2}(0, T), n=1, \ldots, N$, and $\boldsymbol{H}_{0}$ satisfying (3.15), let $\boldsymbol{H}$ be the solution of Problem 3.1. Then there exists $\vec{V} \in \mathrm{~L}^{2}\left(0, T ; \mathbb{R}^{N}\right)$ such that $(\boldsymbol{H}, \vec{V})$ is the unique solution of (3.35)(3.37).

Proof. Let $\boldsymbol{H}$ be the solution of Problem 3.1. For $I_{n} \in \mathrm{H}^{2}(0, T), n=1, \ldots, N$, because of Theorem 3.3 $\partial_{t} \boldsymbol{H} \in \mathrm{~L}^{2}\left(0, T ; \mathscr{H}_{\mathscr{X}}\right) \subset \mathrm{L}^{2}\left(0, T ; \mathscr{X}^{\prime}\right)$. Hence, we can define $h:[0, T] \rightarrow \mathscr{X}^{\prime}$ by

$$
\langle h(t), \boldsymbol{G}\rangle_{\mathscr{X}^{\prime} \times \mathscr{X}}:=-\left\langle\partial_{t} \boldsymbol{H}(t), \boldsymbol{G}\right\rangle_{\mathscr{X}^{\prime} \times \mathscr{X}}-a(\boldsymbol{H}(t), \boldsymbol{G}), \quad \boldsymbol{G} \in \mathscr{X}
$$

and we have that $h \in \mathrm{~L}^{2}\left(0, T ; \mathscr{X}^{\prime}\right)$. On the other hand it was proved in Bermúdez et al. (2005b) (see the proof of Theorem 7) that $b$ satisfies the following inf-sup condition

$$
\sup _{\boldsymbol{G} \in \mathscr{X}} \frac{b(\boldsymbol{G}, \vec{W})}{\|\boldsymbol{G}\|_{\mathrm{H}(\mathbf{c u r l} ; \Omega)}} \geqslant \beta|\vec{W}| \quad \forall \vec{W} \in \mathbb{R}^{N}
$$

Consequently, for each $t \in[0, T]$, there exists a unique $\vec{V}(t) \in \mathbb{R}^{N}$ such that $b(\boldsymbol{G}, \vec{V}(t))=\langle h(t), \boldsymbol{G}\rangle_{\mathscr{X}^{\prime} \times \mathscr{X}}$ $\forall \boldsymbol{G} \in \mathscr{X}$ (see (Girault \& Raviart, 1986, Lemma 4.1)). Furthermore, since $h \in \mathrm{~L}^{2}\left(0, T ; \mathscr{X}^{\prime}\right), \vec{V} \in$ $\mathrm{L}^{2}\left(0, T ; \mathbb{R}^{N}\right)$, and (3.35) holds true. Moreover, (3.36) and (3.37) follows directly from (3.11) and (3.13). Hence, $(\boldsymbol{H}, \vec{V})$ is a solution of (3.35)-(3.37). There only remains to prove that this problem has at most one solution. With this aim consider $(\breve{\boldsymbol{H}}, \breve{\vec{V}})$ a solution of (3.35)-(3.37) with data $I_{n}=0, n=1, \ldots, N$, and $\boldsymbol{H}_{0}=\mathbf{0}$. For each $t \in[0, T]$ we take $\boldsymbol{G}=\breve{\boldsymbol{H}}(t)$ and $\vec{W}=\breve{\vec{V}}(t)$ as test functions in (3.35) and (3.36), respectively. Subtracting the resulting equations we obtain

$$
\left\langle\partial_{t} \breve{\boldsymbol{H}}(t), \breve{\boldsymbol{H}}(t)\right\rangle_{\mathscr{X}^{\prime} \times \mathscr{X}}+a(\breve{\boldsymbol{H}}(t), \breve{\boldsymbol{H}}(t))=0
$$

Since $a(\breve{\boldsymbol{H}}(t), \breve{\boldsymbol{H}}(t)) \geqslant 0,\left\langle\partial_{t} \breve{\boldsymbol{H}}(t), \breve{\boldsymbol{H}}(t)\right\rangle_{\mathscr{X}^{\prime} \times \mathscr{X}}=\frac{1}{2} \frac{d}{d t}\|\breve{\boldsymbol{H}}(t)\|_{\mathscr{X}}^{2}$ and $\breve{\boldsymbol{H}}(0)=\mathbf{0}$, it follows that $\breve{\boldsymbol{H}}(t)=\mathbf{0}$. Finally we also have $\breve{\vec{V}}(t)=\mathbf{0}$ because of the inf-sup condition for $b$ and (3.35).

Now we are in a position to prove that the solution of (3.35)-(3.37), and consequently of Problem 3.1, satisfies equations (2.1)-(2.8).

THEOREM 3.4 Let $I_{n} \in \mathrm{H}^{2}(0, T), n=1, \ldots, N$, and $\boldsymbol{H}_{0}$ satisfying (3.15) and $\mu \boldsymbol{H}_{0} \in \mathrm{H}_{0}\left(\operatorname{div}^{0} ; \Omega\right)$ (i.e., $\operatorname{div}\left(\mu \boldsymbol{H}_{0}\right)=0$ in $\Omega$ ). Let $(\boldsymbol{H}, \vec{V})$ be the solution of (3.35)-(3.37). Let $\boldsymbol{J}(t):=\operatorname{curl} \boldsymbol{H}(t)$ and $\boldsymbol{E}(t):=$ $\left.\left(\frac{1}{\sigma} \boldsymbol{J}(t)\right)\right|_{\Omega_{\mathrm{C}}}$. Then the following properties hold true:

$$
\begin{align*}
\operatorname{div}(\mu \boldsymbol{H}(t))=0 & \text { in } \Omega  \tag{3.38}\\
\mu \partial_{t} \boldsymbol{H}(t)+\operatorname{curl} \boldsymbol{E}(t)=\mathbf{0} & \text { in } \Omega_{\mathrm{C}},  \tag{3.39}\\
\boldsymbol{J}(t)=\mathbf{0} & \text { in } \Omega_{\mathrm{D}}  \tag{3.40}\\
\langle\boldsymbol{\operatorname { c u r l }} \boldsymbol{H}(t) \cdot \boldsymbol{n}, 1\rangle_{\Gamma_{\mathrm{J}}^{n}}=I_{n}(t), & n=1, \ldots, N,  \tag{3.41}\\
\mu \boldsymbol{H}(t) \cdot \boldsymbol{n}=0 & \text { on } \partial \Omega  \tag{3.42}\\
\boldsymbol{E}(t) \times \boldsymbol{n}=-\nabla V_{*}(t) \times \boldsymbol{n} & \text { in } \mathrm{H}_{00}^{-1 / 2}\left(\Gamma_{\mathrm{C}}\right)^{3}, \tag{3.43}
\end{align*}
$$

where, in the last equation, $V_{*}(t) \in \mathrm{H}^{1}\left(\Omega_{\mathrm{C}}\right)$ is such that $\left.V_{*}(t)\right|_{\Gamma_{\mathrm{J}}^{n}}=V_{n}(t), n=1, \ldots, N$, and $\left.V_{*}(t)\right|_{\Gamma_{\mathrm{E}}}=0$. Hence, in particular,

$$
\boldsymbol{E}(t) \times \boldsymbol{n}=\mathbf{0} \quad \text { on } \Gamma_{\mathrm{E}} \quad \text { and } \quad \boldsymbol{E}(t) \times \boldsymbol{n}=\mathbf{0} \quad \text { on } \Gamma_{\mathrm{J}}^{n}, \quad n=1, \ldots, N
$$

Proof. The proof follows the lines of that of Theorem 7 from Bermúdez et al. (2005b). Given $v \in \mathscr{D}(\Omega)$ it follows that $\nabla v \in \mathscr{V}$. Then since according to Theorem $3.3 \partial_{t} \boldsymbol{H} \in \mathrm{~L}^{2}(0, T ; \mathscr{H} \mathscr{X})$, (3.35) yields

$$
\int_{\Omega} \mu \partial_{t} \boldsymbol{H}(t) \cdot \nabla v=0
$$

Hence, $\operatorname{div}\left(\mu \partial_{t} \boldsymbol{H}(t)\right)=0$ and consequently $\partial_{t}(\mu \operatorname{div} \boldsymbol{H}(t))=0$ (see (Ženíšek, 1990, Theorems $111 \&$ 113)). Therefore, (3.38) follows from the fact that $\operatorname{div}(\mu \boldsymbol{H}(0))=0$.

Now, let $\boldsymbol{G} \in \mathscr{D}(\Omega)^{3}$ be such that $\operatorname{supp} \boldsymbol{G} \subset \Omega_{\mathrm{C}}$. Then $\boldsymbol{G} \in \mathscr{V}$ too and (3.35) yields

$$
\int_{\Omega_{\mathrm{C}}} \mu \partial_{t} \boldsymbol{H}(t) \cdot \boldsymbol{G}+\int_{\Omega_{\mathrm{C}}} \frac{1}{\sigma} \operatorname{curl} \boldsymbol{H}(t) \cdot \operatorname{curl} \boldsymbol{G}=0
$$

Hence, $\boldsymbol{E}(t):=\left.\left(\frac{1}{\sigma} \operatorname{curl} \boldsymbol{H}(t)\right)\right|_{\Omega_{\mathrm{C}}}$ satisfies (3.39).
Equation (3.40) follows from the definition of $\boldsymbol{J}(t)$ and the fact that $\boldsymbol{H}(t) \in \mathscr{X}$, whereas equation (3.41) follows from (3.36).

To prove (3.42), notice that $\mu \partial_{t} \boldsymbol{H}(t) \in \mathrm{H}(\operatorname{div}, \Omega)$ because of (3.38). Then $\mu \partial_{t} \boldsymbol{H}(t) \cdot \boldsymbol{n} \in \mathrm{H}^{-1 / 2}(\partial \Omega)$. Moreover, given $v \in \mathrm{H}^{1}(\Omega)$, we have

$$
\left\langle\mu \partial_{t} \boldsymbol{H}(t) \cdot \boldsymbol{n}, v\right\rangle_{\partial \Omega}=\int_{\Omega} \operatorname{div}\left(\mu \partial_{t} \boldsymbol{H}(t)\right) v+\int_{\Omega} \mu \partial_{t} \boldsymbol{H}(t) \cdot \nabla v=0
$$

the last equality because of (3.38) and (3.35), since $\nabla v \in \mathscr{V}$. Therefore $\partial_{t}(\mu \boldsymbol{H}(t))=0$ in $\mathrm{H}^{1 / 2}(\partial \Omega)$, which together with the fact that $\mu \boldsymbol{H}_{0} \cdot \boldsymbol{n}=0$ on $\partial \Omega$ leads to (3.42).

Finally, let $V_{*}(t) \in \mathrm{H}^{1}\left(\Omega_{\mathrm{C}}\right)$ be any function such that $\left.V_{*}(t)\right|_{\Gamma_{\mathrm{J}}^{n}}=V_{n}(t), n=1, \ldots, N$, and $\left.V_{*}(t)\right|_{\Gamma_{\mathrm{E}}}=0$; functions of this type clearly exist since $\Gamma_{\mathrm{J}} \cap \Gamma_{\mathrm{E}}=\emptyset$. On the other hand, notice that $\boldsymbol{E}(t) \in \mathrm{H}\left(\mathbf{c u r l} ; \Omega_{\mathrm{C}}\right)$ because of (3.39), and consequently $\boldsymbol{E}(t) \times \boldsymbol{n} \in \mathrm{H}^{-1 / 2}\left(\partial \Omega_{\mathrm{C}}\right)^{3}$. Hence, to prove (3.43), it is enough to show that $\langle\boldsymbol{E}(t) \times \boldsymbol{n}, \boldsymbol{v}\rangle_{\partial \Omega_{\mathrm{C}}}=-\left\langle\nabla V_{*}(t) \times \boldsymbol{n}, \boldsymbol{v}\right\rangle_{\partial \Omega_{\mathrm{C}}} \forall \boldsymbol{v} \in \mathrm{H}^{1 / 2}\left(\partial \Omega_{\mathrm{C}}\right)^{3}$ with supp $\boldsymbol{v} \subset \subset \Gamma_{\mathrm{C}}$.

Given one such $\boldsymbol{v}$, notice that there exists $\boldsymbol{G} \in \mathrm{H}^{1}(\Omega)^{3}$ vanishing in $\Omega_{\mathrm{D}}$ and such that $\left.\boldsymbol{G}\right|_{\partial \Omega_{\mathrm{C}}}=\boldsymbol{v}$. Then $\boldsymbol{G} \in \mathscr{X}$ and, from (3.35), (3.39), Green's formula, and the fact that $\boldsymbol{E}(t)=\frac{1}{\sigma} \operatorname{curl} \boldsymbol{H}(t)$ in $\Omega_{\mathrm{C}}$, we obtain

$$
\begin{aligned}
0 & =\int_{\Omega} \mu \partial_{t} \boldsymbol{H}(t) \cdot \boldsymbol{G}+\int_{\Omega_{\mathrm{C}}} \boldsymbol{E}(t) \cdot \operatorname{curl} \boldsymbol{G}+b(\boldsymbol{G}, \vec{V}(t)) \\
& =\int_{\Omega_{\mathrm{C}}} \mu \partial_{t} \boldsymbol{H}(t) \cdot \boldsymbol{G}+\int_{\Omega_{\mathrm{C}}} \boldsymbol{\operatorname { c u r l }} \boldsymbol{E}(t) \cdot \boldsymbol{G}+\left\langle\boldsymbol{E}(t) \times \boldsymbol{n},\left.\boldsymbol{G}\right|_{\partial \Omega_{\mathrm{C}}}\right\rangle_{\partial \Omega_{\mathrm{C}}}+b(\boldsymbol{G}, \vec{V}(t)) \\
& =\langle\boldsymbol{E}(t) \times \boldsymbol{n}, \boldsymbol{v}\rangle_{\partial \Omega_{\mathrm{C}}}+\left\langle\nabla V_{*}(t) \times \boldsymbol{n}, \boldsymbol{v}\right\rangle_{\partial \Omega_{\mathrm{C}}}
\end{aligned}
$$

the last equality because of the fact that

$$
b(\boldsymbol{G}, \vec{V}(t))=\left\langle\operatorname{curl} \boldsymbol{G} \cdot \boldsymbol{n},\left.V_{*}(t)\right|_{\partial \Omega_{\mathrm{C}}}\right\rangle_{\partial \Omega_{\mathrm{C}}}=\int_{\Omega_{\mathrm{C}}} \operatorname{curl} \boldsymbol{G} \cdot \nabla V_{*}(t)=\left\langle\nabla V_{*}(t) \times \boldsymbol{n}, \boldsymbol{v}\right\rangle_{\partial \Omega_{\mathrm{C}}},
$$

which in its turn follows from the definition of $b$ and Green's formulas. Therefore, we conclude the proof.

## 4. Space discretization

We assume that $\Omega, \Omega_{\mathrm{C}}$, and $\Omega_{\mathrm{D}}$ are Lipschitz polyhedra and consider regular tetrahedral meshes $\mathscr{T}_{h}$ of $\Omega$, such that each element $K \in \mathscr{T}_{h}$ is contained either in $\Omega_{\mathrm{C}}$ or in $\Omega_{\mathrm{D}}$ ( $h$ stands as usual for the corresponding mesh-size). We employ edge finite elements to approximate the magnetic field, more precisely, the lowest-order finite elements of the family introduced by Nédélec:

$$
\mathscr{N}_{h}(\Omega):=\left\{\boldsymbol{G}_{h} \in \mathrm{H}(\operatorname{curl} ; \Omega):\left.\boldsymbol{G}_{h}\right|_{K} \in \mathscr{N}(K) \forall K \in \mathscr{T}_{h}\right\} .
$$

The field is approximated in each tetrahedron $K$ by a polynomial vector field in the space

$$
\mathscr{N}(K):=\left\{\boldsymbol{G}_{h} \in \mathbb{P}_{1}^{3}: \boldsymbol{G}_{h}(\boldsymbol{x})=\mathbf{a} \times \boldsymbol{x}+\mathbf{b}, \mathbf{a}, \mathbf{b} \in \mathbb{R}^{3}, \boldsymbol{x} \in K\right\}
$$

We introduce

$$
\begin{aligned}
\mathscr{X}_{h} & :=\left\{\boldsymbol{G}_{h} \in \mathscr{N}_{h}(\Omega): \operatorname{curl} \boldsymbol{G}_{h}=\mathbf{0} \text { in } \Omega_{\mathrm{D}}\right\} \subset \mathscr{X}, \\
\mathscr{V}_{h} & :=\left\{\boldsymbol{G}_{h} \in \mathscr{X}_{h}(\Omega): \int_{\Gamma_{\mathrm{J}}^{n}} \boldsymbol{\operatorname { c u r l }} \boldsymbol{G}_{h} \cdot \boldsymbol{n}=0, n=1, \ldots, N\right\} \subset \mathscr{V} .
\end{aligned}
$$

Then, the space-discretization of Problem 3.1 leads as follows:
Problem 4.1 Find $\boldsymbol{H}_{h}:[0, T] \rightarrow \mathscr{X}_{h}$ such that

$$
\begin{align*}
& \int_{\Gamma_{\mathbf{J}}^{n}} \operatorname{curl} \boldsymbol{H}_{h}(t) \cdot \boldsymbol{n}=I_{n}(t), n=1, \ldots, N  \tag{4.1}\\
& \int_{\Omega} \mu \partial_{t} \boldsymbol{H}_{h}(t) \cdot \boldsymbol{G}_{h}+a\left(\boldsymbol{H}_{h}(t), \boldsymbol{G}_{h}\right)=0 \forall \boldsymbol{G}_{h} \in \mathscr{V}_{h}  \tag{4.2}\\
& \boldsymbol{H}_{h}(0)=\boldsymbol{H}_{0 h} \tag{4.3}
\end{align*}
$$

where $\boldsymbol{H}_{0 h} \in \mathscr{X}_{h}$ is an approximation of $\boldsymbol{H}_{0}$.
To prove that this problem is well posed, first we will use a function $\widehat{\boldsymbol{H}}_{h} \in \mathrm{H}^{1}\left(0, T ; \mathscr{X}_{h}\right)$ such that $\int_{\Gamma_{\mathrm{J}}^{n}} \operatorname{curl} \widehat{\boldsymbol{H}}_{h}(t) \cdot \boldsymbol{n}=I_{n}(t), n=1, \ldots, N$. Let

$$
\begin{equation*}
\widehat{\boldsymbol{H}}_{h}(t, \boldsymbol{x}):=\sum_{e \in \mathscr{E}} c_{e}(t) \Psi_{e}(\boldsymbol{x}) \tag{4.4}
\end{equation*}
$$

where $\left\{\Psi_{e}\right\}_{e \in \mathscr{E}}$ the nodal basis on $\mathscr{X}_{h}$ (with $\mathscr{E}$ being the set of edges associated to the mesh $\mathscr{T}_{h}$ ) and

$$
c_{e}(t):=\frac{I_{n}(t)}{|e| N_{n}}
$$

with $N_{n}$ being the number of edges $e \in \mathscr{E}$ lying on $\gamma_{n}$. Hence,

$$
\int_{\Gamma_{\mathrm{J}}^{n}} \operatorname{curl} \widehat{\boldsymbol{H}}_{h}(t) \cdot \boldsymbol{n}=\int_{\gamma_{n}} \widehat{\boldsymbol{H}}_{h}(t) \cdot \boldsymbol{t}_{n}=\sum_{e \in \mathscr{E}: e \subseteq \gamma_{n}} c_{e}(t) \int_{e} \Psi_{e} \cdot \boldsymbol{t}_{n}=I_{n}(t)
$$

where for the last equality we have used that $\int_{e} \Psi_{e} \cdot \boldsymbol{t}_{n}=|e|$. Since $I_{n} \in \mathrm{H}^{1}(0, T) n=1, \ldots, N$, we conclude that $\widehat{\boldsymbol{H}}_{h} \in \mathrm{H}^{1}\left(0, T ; \mathscr{X}_{h}\right)$.

Now, if we write $\boldsymbol{H}_{h}=\widetilde{\boldsymbol{H}}_{h}+\widehat{\boldsymbol{H}}_{h}$, Problem 4.1 is equivalent to finding $\widetilde{\boldsymbol{H}}_{h} \in \mathrm{H}^{1}\left(0, T ; \mathscr{V}_{h}\right)$ such that

$$
\begin{gather*}
\int_{\Omega} \mu \partial_{t} \widetilde{\boldsymbol{H}}_{h}(t) \cdot \boldsymbol{G}_{h}+a\left(\widetilde{\boldsymbol{H}}_{h}(t), \boldsymbol{G}_{h}\right)=-\int_{\Omega} \mu \partial_{t} \widehat{\boldsymbol{H}}_{h}(t) \cdot \boldsymbol{G}_{h}-a\left(\widehat{\boldsymbol{H}}_{h}(t), \boldsymbol{G}_{h}\right) \quad \forall \boldsymbol{G}_{h} \in \mathscr{V}_{h},  \tag{4.5}\\
\widetilde{\boldsymbol{H}}_{h}(0)=\boldsymbol{H}_{0 h}-\widehat{\boldsymbol{H}}_{h}(0) \tag{4.6}
\end{gather*}
$$

Next, let be a basis of $\mathscr{V}_{h},\left\{\boldsymbol{\Phi}_{i}\right\}_{i=1}^{K}$. We write

$$
\widetilde{\boldsymbol{H}}_{h}(t, \boldsymbol{x})=\sum_{i=1}^{K} \beta_{i}(t) \Phi_{i}(\boldsymbol{x})
$$

Let $\boldsymbol{\beta}(t):=\left(\beta_{i}(t)\right)_{1 \leqslant i \leqslant K}$ and $\boldsymbol{F}_{h}(t):=\left(f_{h_{i}}(t)\right)_{1 \leqslant i \leqslant K}$, with

$$
f_{h_{i}}(t)=-\int_{\Omega} \mu \partial_{t} \widehat{\boldsymbol{H}}_{h}(t) \cdot \boldsymbol{\Phi}_{i}-a\left(\widehat{\boldsymbol{H}}_{h}(t), \boldsymbol{\Phi}_{i}\right), \quad 1 \leqslant i \leqslant K,
$$

and the matrices $\mathscr{K} \in \mathbb{R}^{K \times K}$ and $\mathscr{K} \in \mathbb{R}^{K \times K}$ given by

$$
\mathscr{K}_{i, j}:=a\left(\Phi_{i}, \Phi_{j}\right), \quad \mathscr{M}_{i, j}:=\int_{\Omega} \mu \Phi_{i} \cdot \Phi_{j}, \quad 1 \leqslant i, j \leqslant K .
$$

Then, problem (4.5)-(4.6) leads as follows: Find $\beta(t) \in \mathbb{R}^{K}$ such that

$$
\begin{aligned}
\mathscr{M} \boldsymbol{\beta}^{\prime}(t) & =-\mathscr{K} \boldsymbol{\beta}(t)+\boldsymbol{F}_{h}(t), \\
\boldsymbol{\beta}(0) & =\boldsymbol{\beta}_{0}
\end{aligned}
$$

since $\mathscr{M}$ is a positive definite symmetric matrix, this linear system of differential equations has a unique solution. Thus, we conclude that Problem 4.1 admits a unique solution, too.

Our next goal is to obtain error estimates for the semi-discrete scheme of Problem 4.1. For $r \in\left(\frac{1}{2}, 1\right]$, let

$$
\mathscr{X}^{r}:=\left\{\boldsymbol{G} \in \mathscr{X}:\left.\boldsymbol{G}\right|_{\Omega_{\mathrm{C}}} \in \mathrm{H}^{r}\left(\mathbf{c u r l}, \Omega_{\mathrm{C}}\right) \text { and }\left.\boldsymbol{G}\right|_{\Omega_{\mathrm{D}}} \in \mathrm{H}^{r}\left(\Omega_{\mathrm{D}}\right)^{3}\right\}
$$

where $\mathrm{H}^{r}\left(\operatorname{curl}, \Omega_{\mathrm{C}}\right):=\left\{\boldsymbol{G} \in \mathrm{H}^{r}\left(\Omega_{\mathrm{C}}\right)^{3}: \operatorname{curl} \boldsymbol{G} \in \mathrm{H}^{r}\left(\Omega_{\mathrm{C}}\right)^{3}\right\}$. If $\boldsymbol{G} \in \mathscr{X}^{r}$, then its Nédélec interpolant $\mathscr{I}_{h} \boldsymbol{G} \in \mathscr{N}_{h}(\Omega)$ is well defined (see (Bermúdez et al., 2002, Lemma 5.1) and Amrouche et al. (1998)).

From now on, we assume that the solution of Problem 3.1 satisfies $\boldsymbol{H} \in \mathrm{H}^{1}\left(0, T ; \mathscr{X}^{r}\right)$, which in particular implies that the initial condition $\boldsymbol{H}_{0} \in \mathscr{X}^{r}$. Therefore, the Nédélec interpolant $\mathscr{I}_{h} \boldsymbol{H}(t)$ is well defined and satisfies

$$
\int_{\Gamma_{\mathrm{j}}^{n}} \operatorname{curl} \mathscr{I}_{h} \boldsymbol{H}(t) \cdot \boldsymbol{n}=\int_{\gamma_{n}} \mathscr{I}_{h} \boldsymbol{H}(t) \cdot \mathbf{t}_{n}=\int_{\gamma_{n}} \boldsymbol{H}(t) \cdot \mathbf{t}_{n}=\langle\operatorname{curl} \boldsymbol{H}(t) \cdot \boldsymbol{n}, 1\rangle_{\Gamma_{\mathrm{J}}^{n}}=I_{n}(t) .
$$

Thus, we are allowed to use $\boldsymbol{H}_{0 h}:=\mathscr{I}_{h} \boldsymbol{H}_{0}$.
Let $\boldsymbol{\rho}_{h}(t):=\boldsymbol{H}(t)-\mathscr{I}_{h} \boldsymbol{H}(t)$ and $\boldsymbol{\delta}_{h}(t):=\mathscr{I}_{h} \boldsymbol{H}(t)-\boldsymbol{H}_{h}(t)$. Notice that from the last equality we have that $\boldsymbol{\delta}_{h}(t) \in \mathscr{V}_{h}$. A straightforward computation yields

$$
\begin{equation*}
\int_{\Omega} \mu \partial_{t} \boldsymbol{\delta}_{h}(t) \cdot \boldsymbol{G}_{h}+a\left(\boldsymbol{\delta}_{h}(t), \boldsymbol{G}_{h}\right)=-\int_{\Omega} \mu \partial_{t} \boldsymbol{\rho}_{h}(t) \cdot \boldsymbol{G}_{h}-a\left(\boldsymbol{\rho}_{h}(t), \boldsymbol{G}_{h}\right) \quad \forall \boldsymbol{G}_{h} \in \mathscr{V}_{h} . \tag{4.7}
\end{equation*}
$$

By taking $\boldsymbol{G}_{h}:=\boldsymbol{\delta}_{h}(t)$, using (3.14) and the Cauchy-Schwartz inequality, we obtain

$$
\begin{equation*}
\partial_{t}\left\|\boldsymbol{\delta}_{h}(t)\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}+\left\|\boldsymbol{\delta}_{h}(t)\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2} \leqslant C\left\{\left\|\partial_{t} \boldsymbol{\rho}_{h}(t)\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}+\left\|\operatorname{curl} \boldsymbol{\rho}_{h}(t)\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}\right\} . \tag{4.8}
\end{equation*}
$$

Using Gronwall's inequality and the fact that $\boldsymbol{\delta}_{h}(0)=\mathbf{0}$, we obtain

$$
\left\|\boldsymbol{\delta}_{h}(t)\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2} \leqslant C\left\{\int_{0}^{T}\left\|\partial_{t} \boldsymbol{\rho}_{h}(t)\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2} d t+\int_{0}^{T}\left\|\operatorname{curl} \boldsymbol{\rho}_{h}(t)\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2} d t\right\} .
$$

Integrating over $t$ in (4.8), and using the last inequality, we obtain

$$
\begin{align*}
& \left\|\boldsymbol{\delta}_{h}(t)\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}+\int_{0}^{t}\left\|\boldsymbol{\delta}_{h}(s)\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2} d s \\
& \quad \leqslant C\left\{\int_{0}^{T}\left\|\partial_{t} \boldsymbol{\rho}_{h}(t)\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2} d t+\int_{0}^{T}\left\|\operatorname{curl} \boldsymbol{\rho}_{h}(t)\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2} d t\right\} . \tag{4.9}
\end{align*}
$$

On the other hand, by taking $\boldsymbol{G}_{h}:=\partial_{t} \boldsymbol{\delta}_{h}(t)$ in (4.7) and using the fact that

$$
\frac{d}{d t} a(\boldsymbol{S}(t), \boldsymbol{T}(t))=a\left(\partial_{t} \boldsymbol{S}(t), \boldsymbol{T}(t)\right)+a\left(\boldsymbol{S}(t), \partial_{t} \boldsymbol{T}(t)\right)
$$

we obtain that

$$
\begin{aligned}
& \underline{\mu}\left\|\partial_{t} \boldsymbol{\delta}_{h}(t)\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}+\frac{1}{2} \frac{d}{d t} a\left(\boldsymbol{\delta}_{h}(t), \boldsymbol{\delta}_{h}(t)\right) \\
& \quad \leqslant-\int_{\Omega} \mu \partial_{t} \boldsymbol{\rho}_{h}(t) \cdot \partial_{t} \boldsymbol{\delta}_{h}(t)+a\left(\partial_{t} \boldsymbol{\rho}_{h}(t), \boldsymbol{\delta}_{h}(t)\right)-\frac{d}{d t} a\left(\boldsymbol{\rho}_{h}(t), \boldsymbol{\delta}_{h}(t)\right)
\end{aligned}
$$

Integrating over $t$, since $\frac{1}{\bar{\sigma}}\left\|\operatorname{curl} \boldsymbol{\delta}_{h}(t)\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2} \leqslant a\left(\boldsymbol{\delta}_{h}(t), \boldsymbol{\delta}_{h}(t)\right)$, Cauchy-Schwartz inequality yields

$$
\begin{aligned}
& \int_{0}^{t}\left\|\partial_{t} \boldsymbol{\delta}_{h}(s)\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2} d s+\left\|\operatorname{curl} \boldsymbol{\delta}_{h}(t)\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2} \\
& \quad \leqslant C\left\{\int_{0}^{t}\left\|\operatorname{curl} \boldsymbol{\delta}_{h}(s)\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2} d s+\sup _{0 \leqslant t \leqslant T}\left\|\operatorname{curl} \boldsymbol{\rho}_{h}(t)\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}+\int_{0}^{T}\left\|\partial_{t} \boldsymbol{\rho}_{h}(t)\right\|_{\mathrm{H}(\mathbf{c u r l} ; \Omega)}^{2} d t\right\}
\end{aligned}
$$

Using Gronwall's inequality, we obtain

$$
\begin{align*}
& \int_{0}^{t}\left\|\partial_{t} \boldsymbol{\delta}_{h}(s)\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2} d s+\left\|\operatorname{curl} \boldsymbol{\delta}_{h}(t)\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2} \\
& \quad \leqslant C\left\{\sup _{0 \leqslant t \leqslant T}\left\|\operatorname{curl} \rho_{h}(t)\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}+\int_{0}^{T}\left\|\partial_{t} \boldsymbol{\rho}_{h}(t)\right\|_{\mathrm{H}(\mathbf{\operatorname { c u r }} ; \Omega)}^{2} d t\right\} \tag{4.10}
\end{align*}
$$

Combining the equations (4.9) and (4.10), we obtain

$$
\begin{align*}
& \sup _{0 \leqslant t \leqslant T}\left\|\boldsymbol{\delta}_{h}(t)\right\|_{\mathrm{H}(\operatorname{curl} ; \Omega)}^{2}+\int_{0}^{T}\left\|\partial_{t} \boldsymbol{\delta}_{h}(t)\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2} d t \\
& \quad \leqslant C\left\{\int_{0}^{T}\left\|\partial_{t} \boldsymbol{\rho}_{h}(t)\right\|_{\mathrm{H}(\operatorname{curl} ; \Omega)}^{2} d t+\sup _{0 \leqslant t \leqslant T}\left\|\operatorname{curl} \boldsymbol{\rho}_{h}(t)\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}\right\} . \tag{4.11}
\end{align*}
$$

Now, we are in a position to prove the following error estimates.
THEOREM 4.2 Suppose that the solution of Problem 3.1 satisfies $\boldsymbol{H} \in \mathrm{H}^{1}\left(0, T ; \mathscr{X}^{r}\right)$ with $r \in\left(\frac{1}{2}, 1\right]$. Then, there exists a constant $C>0$ independent of $h$ such that the solution of Problem 4.1 satisfies

$$
\begin{aligned}
\sup _{0 \leqslant t \leqslant T} \| \boldsymbol{H}(t)- & \boldsymbol{H}_{h}(t)\left\|_{\mathrm{H}(\mathbf{c u r l} ; \Omega)}^{2}+\int_{0}^{T}\right\| \partial_{t}\left(\boldsymbol{H}(t)-\boldsymbol{H}_{h}(t)\right) \|_{\mathrm{L}^{2}(\Omega)^{3}}^{2} d t \\
\leqslant C h^{2 r}[ & \int_{0}^{T}\left\{\left\|\partial_{t} \boldsymbol{H}(t)\right\|_{\mathrm{H}^{r}\left(\mathbf{c u r l}, \Omega_{\mathrm{C}}\right)}^{2}+\left\|\partial_{t} \boldsymbol{H}(t)\right\|_{\mathrm{H}^{r}\left(\Omega_{\mathrm{D}}\right)^{3}}^{2}\right\} d t \\
& \left.+\sup _{0 \leqslant t \leqslant T}\left\{\|\boldsymbol{H}(t)\|_{\mathrm{H}^{r}\left(\mathbf{c u r l}, \Omega_{\mathrm{C}}\right)}^{2}+\|\boldsymbol{H}(t)\|_{\mathrm{H}^{r}\left(\Omega_{\mathrm{D}}\right)^{3}}^{2}\right\}\right] .
\end{aligned}
$$

Proof. Notice that the regularity on $\boldsymbol{H}$ implies that $\partial_{t}\left(\mathscr{I}_{h} \boldsymbol{H}(t)\right)=\mathscr{I}_{h}\left(\partial_{t} \boldsymbol{H}(t)\right)$ for a.e. $t \in[0, T]$ (see Ženíšek (1990)). Therefore (see Bermúdez et al. (2002)),

$$
\begin{aligned}
\left\|\boldsymbol{\rho}_{h}(t)\right\|_{\mathrm{H}(\mathbf{\operatorname { c u r l }} ; \Omega)} & \leqslant C h^{r}\left\{\|\boldsymbol{H}(t)\|_{\mathrm{H}^{r}\left(\mathbf{\operatorname { c u r l }}, \Omega_{\mathrm{C}}\right)}+\|\boldsymbol{H}(t)\|_{\left.\mathrm{H}^{r}\left(\Omega_{\mathrm{D}}\right)^{3}\right\}}\right. \\
\left\|\partial_{t} \boldsymbol{\rho}_{h}(t)\right\|_{\mathrm{H}(\mathbf{c u r l} ; \Omega)} & \leqslant C h^{r}\left\{\left\|\partial_{t} \boldsymbol{H}(t)\right\|_{\mathrm{H}^{r}\left(\mathbf{c u r l}, \Omega_{\mathrm{C}}\right)}+\left\|\partial_{t} \boldsymbol{H}(t)\right\|_{\mathrm{H}^{r}\left(\Omega_{\mathrm{D}}\right)^{3}}\right\} .
\end{aligned}
$$

Thus, the result follows by writing $\boldsymbol{H}(t)-\boldsymbol{H}_{h}(t)=\boldsymbol{\rho}_{h}(t)+\boldsymbol{\delta}_{h}(t)$ and using the estimates (4.11).
For the implementation of Problem 4.1, we resort to its formulation in terms of a magnetic potential. With this aim, we assume that the cut surfaces $\Sigma_{n}$ are polyhedral and the meshes are compatible with them, in the sense that each $\Sigma_{n}$ is a union of faces of tetrahedra $K \in \mathscr{T}_{h}$. Therefore, $\mathscr{T}_{h}^{\Omega_{\mathrm{D}}}:=\left\{K \in \mathscr{T}_{h}: K \subset \Omega_{\mathrm{D}}\right\}$ can also be seen as a mesh of $\widetilde{\Omega}_{\mathrm{D}}$.

We introduce an approximation of the space $\Theta$. Let

$$
\mathscr{L}_{h}\left(\widetilde{\Omega}_{\mathrm{D}}\right):=\left\{\widetilde{\Psi}_{h} \in \mathrm{H}^{1}\left(\widetilde{\Omega}_{\mathrm{D}}\right):\left.\widetilde{\Psi}_{h}\right|_{K} \in \mathbb{P}_{1}(K) \quad \forall K \in \mathscr{T}_{h}^{\Omega_{\mathrm{D}}}\right\}
$$

and consider the finite-dimensional subspace of $\Theta$ given by

$$
\Theta_{h}:=\left\{\widetilde{\Psi}_{h} \in \mathscr{L}_{h}\left(\widetilde{\Omega}_{\mathrm{D}}\right):\left[\left[\widetilde{\Psi}_{h}\right]_{\Sigma_{n}}=\text { constant }, n=1, \ldots, L\right\}\right.
$$

We introduce the following finite-dimensional subsets of $\mathscr{Y}$ and $\mathscr{Y}^{0}$, respectively,

$$
\begin{aligned}
\mathscr{Y}_{h} & :=\left\{\left(\boldsymbol{G}_{h}, \widetilde{\Psi}_{h}\right) \in \mathscr{N}_{h}\left(\Omega_{\mathrm{C}}\right) \times\left(\Theta_{h} / \mathbb{R}\right):\left(\boldsymbol{G}_{h} \mid \widetilde{\operatorname{grad}} \widetilde{\Psi}_{h}\right) \in \mathrm{H}(\mathbf{c u r l} ; \Omega)\right\}, \\
\mathscr{Y}_{h}^{0} & :=\left\{\left(\boldsymbol{G}_{h}, \widetilde{\Psi}_{h}\right) \in \mathscr{Y}_{h}:\left[\widetilde{\Psi_{h}}\right]_{\Sigma_{n}}=0, n=1, \ldots, N\right\}
\end{aligned}
$$

Proceeding as in Bermúdez et al. (2005b) it is immediate to show that Problem 4.1 is equivalent to finding $\left(\boldsymbol{H}_{h}, \widetilde{\Phi}_{h}\right):[0, T] \rightarrow \mathscr{Y}_{h}$ such that

$$
\begin{align*}
& {\left[\widetilde{\Phi}_{h}(t)\right]_{\Sigma_{n}}=I_{n}(t), \quad n=1, \ldots, N,} \\
& \int_{\Omega_{\mathrm{C}}} \mu \partial_{t} \boldsymbol{H}_{h}(t) \cdot \boldsymbol{G}_{h}+\int_{\Omega_{\mathrm{C}}} \frac{1}{\sigma} \operatorname{curl} \boldsymbol{H}_{h}(t) \cdot \operatorname{curl} \boldsymbol{G}_{h}+\int_{\Omega_{\mathrm{D}}} \mu \partial_{t} \widetilde{\operatorname{grad}} \widetilde{\Phi}_{h}(t) \cdot \widetilde{\operatorname{grad}} \widetilde{\Psi}_{h}=0 \quad \forall\left(\boldsymbol{G}_{h}, \widetilde{\Psi}_{h}\right) \in \mathscr{Y}_{h}^{0}, \tag{4.13}
\end{align*}
$$

$\left(\boldsymbol{H}_{h}(0) \mid \widetilde{\Phi}_{h}(0)\right)=\mathscr{I}_{h} \boldsymbol{H}_{0}$.
Let us remark that the first equation above is actually equivalent to (4.1) because $\boldsymbol{H}_{h}(t)$ and $\widetilde{\Phi}_{h}(t)$ are smooth enough for (3.7) to hold. The above problem can be seen as a discretization of the magnetic field - magnetic potential formulation (3.8)-(3.10).

## 5. Time discretization

We consider a uniform partition of $[0, T], t_{k}:=k \Delta t, k=0, \ldots, M$, with time step $\Delta t:=\frac{T}{M}$. A fully discrete approximation of Problem 3.1 is defined as follows:

Problem 5.1 Find $\boldsymbol{H}_{h}^{m} \in \mathscr{X}_{h}, m=1, \ldots, M$, such that

$$
\begin{aligned}
\int_{\Gamma_{1}^{n}} \operatorname{curl} \boldsymbol{H}_{h}^{m} \cdot \boldsymbol{n}=I_{n}\left(t_{m}\right), & n=1, \ldots, N, \\
\int_{\Omega} \mu \frac{\boldsymbol{H}_{h}^{m}-\boldsymbol{H}_{h}^{m-1}}{\Delta t} \cdot \boldsymbol{G}_{h}+a\left(\boldsymbol{H}_{h}^{m}, \boldsymbol{G}_{h}\right)=0 & \forall \boldsymbol{G}_{h} \in \mathscr{V}_{h} \\
\boldsymbol{H}_{h}^{0}=\mathscr{I}_{h} \boldsymbol{H}_{0} . &
\end{aligned}
$$

Hence, at each iteration step we have to find $\boldsymbol{H}_{h}^{m} \in \mathscr{X}_{h}$ such that

$$
\begin{aligned}
\int_{\Gamma_{\mathrm{J}}^{n}} \operatorname{curl} \boldsymbol{H}_{h}^{m} \cdot \boldsymbol{n}=I_{n}\left(t_{m}\right), & n=1, \ldots, N, \\
\int_{\Omega} \mu \boldsymbol{H}_{h}^{m} \cdot \boldsymbol{G}_{h}+\Delta t a\left(\boldsymbol{H}_{h}^{m}, \boldsymbol{G}_{h}\right)=\int_{\Omega} \mu \boldsymbol{H}_{h}^{m-1} \cdot \boldsymbol{G}_{h} & \forall \boldsymbol{G}_{h} \in \mathscr{V}_{h} .
\end{aligned}
$$

The problem above has a unique solution. In fact, taking $t=t_{m}$ in (4.4) and writing $\boldsymbol{H}_{h}^{m}=\widetilde{\boldsymbol{H}}_{h}^{m}+\widehat{\boldsymbol{H}}_{h}^{m}$, we have to find $\widetilde{\boldsymbol{H}}_{h}^{m} \in \mathscr{V}_{h}$ such that

$$
\int_{\Omega} \mu \widetilde{\boldsymbol{H}}_{h}^{m} \cdot \boldsymbol{G}_{h}+\Delta \operatorname{ta}\left(\widetilde{\boldsymbol{H}}_{h}^{m}, \boldsymbol{G}_{h}\right)=\int_{\Omega} \mu \widetilde{\boldsymbol{H}}_{h}^{m-1} \cdot \boldsymbol{G}_{h}+\int_{\Omega} \mu \widehat{\boldsymbol{H}}_{h}^{m-1} \cdot \boldsymbol{G}_{h}-\int_{\Omega} \mu \widehat{\boldsymbol{H}}_{h}^{m} \cdot \boldsymbol{G}_{h}-\Delta t a\left(\widehat{\boldsymbol{H}}_{h}^{m}, \boldsymbol{G}_{h}\right)
$$

for all $\boldsymbol{G}_{h} \in \mathscr{V}_{h}$, which is a linear system of equations with a positive definite symmetric matrix.
Our next goal is to obtain error estimates for this fully-discrete scheme. Let $\boldsymbol{\rho}^{k}:=\boldsymbol{H}\left(t_{k}\right)-\mathscr{I}_{h} \boldsymbol{H}\left(t_{k}\right)$, $\boldsymbol{\delta}^{k}:=\mathscr{I}_{h} \boldsymbol{H}\left(t_{k}\right)-\boldsymbol{H}_{h}^{k}$ and $\boldsymbol{\tau}^{k}:=\frac{\boldsymbol{H}\left(t_{k}\right)-\boldsymbol{H}\left(t_{k-1}\right)}{\Delta t}-\partial_{t} \boldsymbol{H}\left(t_{k}\right)$. A straightforward computation allows us to show that

$$
\begin{equation*}
\int_{\Omega} \mu \frac{\boldsymbol{\delta}^{k}-\boldsymbol{\delta}^{k-1}}{\Delta t} \cdot \boldsymbol{G}_{h}+a\left(\boldsymbol{\delta}^{k}, \boldsymbol{G}_{h}\right)=\int_{\Omega} \mu \tau^{k} \cdot \boldsymbol{G}_{h}-\int_{\Omega} \mu \frac{\boldsymbol{\rho}^{k}-\boldsymbol{\rho}^{k-1}}{\Delta t} \cdot \boldsymbol{G}_{h}-a\left(\boldsymbol{\rho}^{k}, \boldsymbol{G}_{h}\right) \quad \boldsymbol{G}_{h} \in \mathscr{V}_{h} \tag{5.1}
\end{equation*}
$$

Choosing $\boldsymbol{G}_{h}:=\boldsymbol{\delta}^{k}$ and using that

$$
\int_{\Omega} \frac{\boldsymbol{\delta}^{k}-\boldsymbol{\delta}^{k-1}}{\Delta t} \cdot \boldsymbol{\delta}^{k} \geqslant \frac{1}{2 \Delta t}\left\{\left\|\boldsymbol{\delta}^{k}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}-\left\|\boldsymbol{\delta}^{k-1}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}\right\}
$$

and $a\left(\boldsymbol{\delta}^{k}, \boldsymbol{\delta}^{k}\right) \geqslant \frac{1}{\bar{\sigma}}\left\|\operatorname{curl} \boldsymbol{\delta}^{k}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}$, together with the Cauchy-Schwartz inequality, yield

$$
\begin{align*}
& \left\|\boldsymbol{\delta}^{k}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}-\left\|\boldsymbol{\delta}^{k-1}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}+\Delta t\left\|\operatorname{curl} \boldsymbol{\delta}^{k}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2} \\
& \quad \leqslant \frac{\Delta t}{2 T}\left\|\boldsymbol{\delta}^{k}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}+C \Delta t\left\{\left\|\frac{\boldsymbol{\rho}^{k}-\boldsymbol{\rho}^{k-1}}{\Delta t}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}+\left\|\operatorname{curl} \boldsymbol{\rho}^{k}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}+\left\|\boldsymbol{\tau}^{k}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}\right\} . \tag{5.2}
\end{align*}
$$

In particular

$$
\begin{aligned}
& \left\|\boldsymbol{\delta}^{k}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}-\left\|\boldsymbol{\delta}^{k-1}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2} \\
& \quad \leqslant \frac{\Delta t}{2 T}\left\|\boldsymbol{\delta}^{k}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}+C \Delta t\left\{\left\|\frac{\boldsymbol{\rho}^{k}-\boldsymbol{\rho}^{k-1}}{\Delta t}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}+\left\|\operatorname{curl} \boldsymbol{\rho}^{k}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}+\left\|\boldsymbol{\tau}^{k}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}\right\} .
\end{aligned}
$$

Using the discrete Gronwall's inequality in the last inequality, the fact that $\boldsymbol{\delta}^{0}=\mathbf{0}$ and summing over $k$ in (5.2), we obtain

$$
\begin{align*}
& \left\|\boldsymbol{\delta}^{m}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}+\Delta t \sum_{k=1}^{m}\left\|\operatorname{curl} \boldsymbol{\delta}^{k}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2} \\
& \quad \leqslant C \Delta t \sum_{k=1}^{m}\left\{\left\|\frac{\boldsymbol{\rho}^{k}-\boldsymbol{\rho}^{k-1}}{\Delta t}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}+\left\|\operatorname{curl} \boldsymbol{\rho}^{k}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}+\left\|\boldsymbol{\tau}^{k}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}\right\} . \tag{5.3}
\end{align*}
$$

On the other hand, by taking $\boldsymbol{G}_{h}:=\frac{\boldsymbol{\delta}^{k}-\boldsymbol{\delta}^{k-1}}{\Delta t}$ in (5.1) and using that

$$
a\left(\boldsymbol{\delta}^{k}, \frac{\boldsymbol{\delta}^{k}-\boldsymbol{\delta}^{k-1}}{\Delta t}\right) \geqslant \frac{1}{2 \Delta t}\left\{a\left(\boldsymbol{\delta}^{k}, \boldsymbol{\delta}^{k}\right)-a\left(\boldsymbol{\delta}^{k-1}, \boldsymbol{\delta}^{k-1}\right)\right\}
$$

and

$$
a\left(\boldsymbol{\rho}^{k}, \frac{\boldsymbol{\delta}^{k}-\boldsymbol{\delta}^{k-1}}{\Delta t}\right)=\frac{1}{\Delta t}\left\{a\left(\boldsymbol{\rho}^{k}, \boldsymbol{\delta}^{k}\right)-a\left(\boldsymbol{\rho}^{k-1}, \boldsymbol{\delta}^{k-1}\right)\right\}-a\left(\frac{\boldsymbol{\rho}^{k}-\boldsymbol{\rho}^{k-1}}{\Delta t}, \boldsymbol{\delta}^{k-1}\right)
$$

together with the Cauchy-Schwartz inequality, we obtain

$$
\begin{aligned}
& \Delta t\left\|\frac{\boldsymbol{\delta}^{k}-\boldsymbol{\delta}^{k-1}}{\Delta t}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}+a\left(\boldsymbol{\delta}^{k}, \boldsymbol{\delta}^{k}\right)-a\left(\boldsymbol{\delta}^{k-1}, \boldsymbol{\delta}^{k-1}\right) \\
& \leqslant C \Delta t\left\{\left\|\boldsymbol{\tau}^{k}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}+\left\|\frac{\boldsymbol{\rho}^{k}-\boldsymbol{\rho}^{k-1}}{\Delta t}\right\|_{\mathrm{H}(\operatorname{curl} ; \Omega)}^{2}+\left\|\operatorname{curl} \boldsymbol{\delta}^{k-1}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}\right\}-2\left\{a\left(\boldsymbol{\rho}^{k}, \boldsymbol{\delta}^{k}\right)+a\left(\boldsymbol{\rho}^{k-1}, \boldsymbol{\delta}^{k-1}\right)\right\}
\end{aligned}
$$

Summing over $k$ leads to

$$
\begin{aligned}
& \Delta t \sum_{k=1}^{m}\left\|\frac{\boldsymbol{\delta}^{k}-\boldsymbol{\delta}^{k-1}}{\Delta t}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}+\left\|\operatorname{curl} \boldsymbol{\delta}^{m}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2} \\
& \quad \leqslant C \Delta t \sum_{k=1}^{m}\left\{\left\|\frac{\boldsymbol{\rho}^{k}-\boldsymbol{\rho}^{k-1}}{\Delta t}\right\|_{\mathrm{H}(\operatorname{curl} ; \Omega)}^{2}+\left\|\operatorname{curl} \boldsymbol{\delta}^{k}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}+\left\|\boldsymbol{\tau}^{k}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}\right\} .
\end{aligned}
$$

Adding this inequality to (5.3) and using again (5.3) to estimate $\Delta t \sum_{k=1}^{m}\left\|\operatorname{curl} \boldsymbol{\delta}^{k}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}$, we obtain

$$
\begin{aligned}
& \left\|\boldsymbol{\delta}^{m}\right\|_{\mathrm{H}(\operatorname{curl} ; \Omega)}^{2}+\Delta t \sum_{k=1}^{m}\left\|\operatorname{curl} \boldsymbol{\delta}^{k}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}+\Delta t \sum_{k=1}^{m}\left\|\frac{\boldsymbol{\delta}^{k}-\boldsymbol{\delta}^{k-1}}{\Delta t}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2} \\
& \quad \leqslant C \Delta t \sum_{k=1}^{m}\left\{\left\|\frac{\boldsymbol{\rho}^{k}-\boldsymbol{\rho}^{k-1}}{\Delta t}\right\|_{\mathrm{H}(\operatorname{curl} ; \Omega)}^{2}+\left\|\tau^{k}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}+\left\|\operatorname{curl} \rho^{k}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}\right\} .
\end{aligned}
$$

Therefore, we are in position to write the main result of this paper which involves error estimates for the physical quantities of interest, the magnetic field $\boldsymbol{H}$ and the current density $\boldsymbol{J}=\mathbf{c u r l} \boldsymbol{H}$.
Theorem 5.2 Let $\boldsymbol{H}$ be the solution of Problem 3.1 and $\boldsymbol{H}_{h}^{k}, k=1, \ldots, M$, that of Problem 5.1. If $\boldsymbol{H} \in \mathrm{H}^{1}\left(0, T ; \mathscr{X}^{r}\right) \cap \mathrm{H}^{2}\left(0, T ; \mathrm{L}^{2}(\Omega)^{3}\right)$, with $r \in\left(\frac{1}{2}, 1\right]$, then there exists a constant $C>0$, independent of $h$ and $\Delta t$, such that

$$
\begin{aligned}
& \max _{1 \leqslant k \leqslant M}\left\|\boldsymbol{H}\left(t_{k}\right)-\boldsymbol{H}_{h}^{k}\right\|_{\mathrm{H}(\mathbf{c u r l} ; \Omega)}^{2}+\Delta t \sum_{k=1}^{M}\left\|\partial_{t} \boldsymbol{H}\left(t_{k}\right)-\frac{\boldsymbol{H}_{h}^{k}-\boldsymbol{H}_{h}^{k-1}}{\Delta t}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2} \\
& \leqslant C\left\{(\Delta t)^{2}\|\boldsymbol{H}\|_{\mathrm{H}^{2}\left(0, T ; \mathrm{L}^{2}(\Omega)^{3}\right)}^{2}+h^{2 r} \sup _{0 \leqslant t \leqslant T}\left[\|\boldsymbol{H}(t)\|_{\mathrm{H}^{r}\left(\mathbf{c u r l}, \Omega_{\mathrm{C}}\right)}^{2}+\|\boldsymbol{H}(t)\|_{\mathrm{H}^{r}\left(\Omega_{\mathrm{D}}\right)^{3}}^{2}\right]\right. \\
&\left.+h^{2 r} \int_{0}^{T}\left[\left\|\partial_{t} \boldsymbol{H}(t)\right\|_{\mathrm{H}^{r}\left(\mathbf{c u r l}, \Omega_{\mathrm{C}}\right)}^{2}+\left\|\partial_{t} \boldsymbol{H}(t)\right\|_{\mathrm{H}^{r}\left(\Omega_{\mathrm{D}}\right)^{3}}^{2}\right] d t\right\} .
\end{aligned}
$$

Proof. A Taylor expansion shows that

$$
\sum_{k=1}^{M}\left\|\boldsymbol{\tau}^{k}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}=\sum_{k=1}^{M}\left\|\frac{1}{\Delta t} \int_{t_{k-1}}^{t_{k}}\left(t_{k}-s\right) \partial_{t t} \boldsymbol{H}(s) d s\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2} \leqslant \Delta t \int_{0}^{T}\left\|\partial_{t t} \boldsymbol{H}(t)\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2} d t
$$

Moreover,

$$
\sum_{k=1}^{M}\left\|\frac{\boldsymbol{\rho}^{k}-\boldsymbol{\rho}^{k-1}}{\Delta t}\right\|_{\mathrm{H}(\operatorname{curl} ; \Omega)}^{2} \leqslant \frac{1}{\Delta t} \int_{0}^{T}\left\|\partial_{t} \boldsymbol{\rho}_{h}(t)\right\|_{\mathrm{H}(\mathbf{c u r l} ; \Omega)}^{2} d t
$$

Let $\boldsymbol{e}^{k}:=\boldsymbol{H}\left(t_{k}\right)-\boldsymbol{H}_{h}^{k}=\boldsymbol{\rho}^{k}+\boldsymbol{\delta}^{k}$. Using the estimates for $\boldsymbol{\delta}^{k}$ and the fact that

$$
\partial_{t} \boldsymbol{H}\left(t_{k}\right)-\frac{\boldsymbol{H}_{h}^{k}-\boldsymbol{H}_{h}^{k-1}}{\Delta t}=\frac{\boldsymbol{\rho}^{k}-\boldsymbol{\rho}^{k-1}}{\Delta t}+\frac{\boldsymbol{\delta}^{k}-\boldsymbol{\delta}^{k-1}}{\Delta t}-\boldsymbol{\tau}^{k}
$$

we obtain

$$
\begin{aligned}
& \left\|\boldsymbol{e}^{m}\right\|_{\mathrm{H}(\mathbf{c u r l} ; \Omega)}^{2}+\Delta t \sum_{k=1}^{m}\left\|\partial_{t} \boldsymbol{H}\left(t_{k}\right)-\frac{\boldsymbol{H}_{h}^{k}-\boldsymbol{H}_{h}^{k-1}}{\Delta t}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2} \\
& \quad \leqslant C\left\{\left\|\boldsymbol{\rho}^{m}\right\|_{\mathrm{H}(\mathbf{c u r l} ; \Omega)}^{2}+\Delta t \sum_{k=1}^{m}\left\|\boldsymbol{\tau}^{k}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}+\Delta t \sum_{k=1}^{m}\left\|\frac{\boldsymbol{\rho}^{k}-\boldsymbol{\rho}^{k-1}}{\Delta t}\right\|_{\mathrm{H}(\mathbf{c u r l} ; \Omega)}^{2}+\Delta t \sum_{k=1}^{m}\left\|\operatorname{curl} \rho^{k}\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2}\right\} \\
& \quad \leqslant C\left\{(\Delta t)^{2} \int_{0}^{T}\left\|\partial_{t t} \boldsymbol{H}(t)\right\|_{\mathrm{L}^{2}(\Omega)^{3}}^{2} d t+\int_{0}^{T}\left\|\partial_{t} \boldsymbol{\rho}_{h}(t)\right\|_{\mathrm{H}(\operatorname{curl} ; \Omega)}^{2} d t+\max _{0 \leqslant m \leqslant M}\left\|\boldsymbol{\rho}_{h}\left(t_{m}\right)\right\|_{\mathrm{H}(\operatorname{curl} ; \Omega)}^{2}\right\}
\end{aligned}
$$

Thus, since $\boldsymbol{\rho}_{h}:=\boldsymbol{H}-\mathscr{I}_{h} \boldsymbol{H}$, the result follows from the assumed regularity of $\boldsymbol{H}$ and standard error estimates for the Nédélec interpolant.

For the actual computation of Problem 5.1 we proceed as in the semidiscrete problem and rewrite it in terms of a magnetic potential: Find $\left(\boldsymbol{H}_{h}^{m}, \widetilde{\Phi}_{h}^{m}\right) \in \mathscr{Y}_{h}, m=1, \ldots, M$, such that

$$
\begin{aligned}
& {\left[\left[\widetilde{\Phi}_{h}^{m}\right]_{\Sigma_{n}}=I_{n}\left(t_{m}\right), \quad n=1, \ldots, N,\right.} \\
& \int_{\Omega_{\mathrm{C}}} \mu \frac{\boldsymbol{H}_{h}^{m}-\boldsymbol{H}_{h}^{m-1}}{\Delta t} \cdot \boldsymbol{G}_{h}+\int_{\Omega_{\mathrm{C}}} \frac{1}{\sigma} \operatorname{curl} \boldsymbol{H}_{h}^{m} \cdot \operatorname{curl} \boldsymbol{G}_{h}+\int_{\Omega_{\mathrm{D}}} \mu \frac{\widetilde{\operatorname{grad}} \widetilde{\Phi}_{h}^{m}-\widetilde{\operatorname{grad}} \widetilde{\Phi}_{h}^{m-1}}{\Delta t} \cdot \widetilde{\operatorname{grad}} \widetilde{\Psi}_{h}=0 \\
& \forall\left(\boldsymbol{G}_{h}, \widetilde{\Psi}_{h}\right) \in \mathscr{Y}_{h}^{0}, \\
& \left(\boldsymbol{H}_{h}^{0} \mid \widetilde{\Phi}_{h}^{0}\right)=\mathscr{I}_{h} \boldsymbol{H}_{0} .
\end{aligned}
$$

Notice that the problem above can be seen as a backward Euler time discretization of (4.12)-(4.14). This is the discrete problem implemented in the computer, because a scalar variable $\left(\Phi_{h}^{m}\right)$ is used instead of a vector field $\left(\boldsymbol{H}_{h}^{m}\right)$ in the dielectric domain.

Notice that for all time $m$ the following constraints must be imposed:

- $\left(\boldsymbol{H}_{h}^{m} \mid \widetilde{\operatorname{grad}} \widetilde{\Phi}_{h}^{m}\right) \in \mathrm{H}(\mathbf{\operatorname { c u r l }} ; \Omega)$, which arises in the definition of $\mathscr{Y}_{h}$;
- $\left[\widetilde{\Phi}_{h}^{m}\right]_{\Sigma_{n}}=$ constant, $n=1, \ldots, L$, which arise in the definition of $\Theta_{h}$.

To deal with these conditions, we employ the following procedure (see Bermúdez et al. (2002) for more details).

For the first one we use that, for $\left(\boldsymbol{H}_{h}^{m} \mid \widetilde{\operatorname{grad}} \widetilde{\Phi}_{h}^{m}\right) \in \mathrm{H}(\operatorname{curl} ; \Omega)$,

$$
\int_{\ell} \boldsymbol{H}_{h}^{m} \cdot \boldsymbol{t}_{\ell}=\int_{\ell} \widetilde{\mathbf{g r a d}} \widetilde{\Phi}_{h}^{m} \cdot \boldsymbol{t}_{\ell}=\widetilde{\Phi}_{h}^{m}\left(P_{\ell}^{+}\right)-\widetilde{\Phi}_{h}^{m}\left(P_{\ell}^{-}\right) \quad \forall \ell \text { edge of } \mathscr{T}_{h}: \ell \subset \Gamma_{\mathrm{I}}
$$

where $P_{\ell}^{-}$and $P_{\ell}^{+}$are the initial and end points of $\ell$, respectively, and $\boldsymbol{t}_{\ell}$ the unit tangent vector pointing from $P_{\ell}^{-}$to $P_{\ell}^{+}$. Then the degrees of freedom of $\boldsymbol{H}_{h}^{m}$ associated with the edges $\ell \subset \Gamma_{\mathrm{I}}$ are eliminated by static condensation in terms of those of $\widetilde{\Phi}_{h}^{m}$ corresponding to the vertices of the mesh on $\Gamma_{\mathrm{I}}$.

Regarding the second constraint, for each cut surface $\Sigma_{n}$, we in principle distinguish the degrees of freedom of $\widetilde{\Phi}_{h}^{m}$ on $\Sigma_{n}^{+}$from those on $\Sigma_{n}^{-}$. Then the latter are eliminated by using

$$
\left.\widetilde{\Phi}_{h}^{m}\right|_{\Sigma_{n}^{-}}=\left.\widetilde{\Phi}_{h}^{m}\right|_{\Sigma_{n}^{+}}+\left[\left[\widetilde{\Phi}_{h}^{m}\right]_{\Sigma_{n}},\right.
$$

with $\left[\left[\widetilde{\Psi}_{h}\right]\right]_{\Sigma_{n}}=0$ for the test functions and $\left[\left[\widetilde{\Phi}_{h}^{m}\right]\right]_{\Sigma_{n}}=I_{n}\left(t_{m}\right)$ for the trial functions where $I_{n}\left(t_{m}\right), n=$ $1, \cdots, N$, are the input current intensities and $I_{n}\left(t_{m}\right), n=N+1, \cdots, L$, will be additional degrees of freedom of the problem. We notice that these additional unknowns, $I_{n}\left(t_{m}\right) n=N+1, \cdots, L$, are the intensities crossing through the conductors called workpieces, which are only due to induced currents because they are not connected with any power source.

## 6. Numerical experiments

In this section we report some numerical result obtained with a MATLAB code implementing the numerical method described above. First, we present a test with a known analytical solution to validate the computer code and to test the error estimates proved above. Finally, we will apply the method to a problem arising from an electromagnetic forming process.

### 6.1 A test with known analytical solution

The problem solved in this section has been already solved in Bermúdez et al. (2002) in harmonic regime. This is the reason why we only give here a brief description and refer the reader to the quoted paper for further details. Figure 2 shows a sketch of the domain where the conducting part $\Omega_{\mathrm{C}}$ and the whole domain $\Omega$ are coaxial cylinders. An alternating current of intensity $I(t)=I_{0} \cos (\omega t)$ enters the conductor through $\Gamma_{\mathrm{J}}^{1}$ and goes through $\Omega_{\mathrm{C}}$ in the axial direction; $I_{0}$ denotes the amplitude of the intensity and $\omega$ the angular frequency. It is easy to obtain an analytical solution of the eddy current problem in $\Omega$ by writing all the fields in the form $\boldsymbol{F}(t, \boldsymbol{x})=\operatorname{Re}\left(e^{\mathrm{i} \omega t} \mathscr{F}(\boldsymbol{x})\right)$. In particular, the solution leads to a magnetic field which has only an azimuthal component and is defined by a scalar multivalued potential in the dielectric domain. Notice that in this case we only need one cutting surface in the dielectric domain. To determine the order of convergence, the numerical method has been used on several successively refined meshes and the time-step has been conveniently reduced to analyze the convergence with respect to both, the mesh-size and the time-step. We have compared the obtained numerical solutions with the analytical one.

In order to analyze the linear convergence respect to the mesh-size and the time-step, we have computed the relative errors of the different fields corresponding to $\left(\frac{h}{n}, \frac{\Delta t}{n}\right), n=1, \ldots, 6$. Figure 3 shows log-log plots of the relative error for the magnetic field $\boldsymbol{H}$ in $\mathscr{C}^{0}([0, T] ; \mathrm{H}(\operatorname{curl} ; \Omega))$-norm (left)


FIG. 2. Sketch of the domain in the analytical example.


FIG. 3. $\frac{\max _{1 \leqslant k \leqslant M}\left\|\boldsymbol{H}\left(t_{k}\right)-\boldsymbol{H}_{h}^{k}\right\|_{\mathrm{H}(\text { curl } ; \Omega)}}{\max _{1 \leqslant k \leqslant M}\left\|\boldsymbol{H}\left(t_{k}\right)\right\|_{\mathrm{H}(\mathrm{curl} ; \Omega)}}$ (left) and $\frac{\sqrt{\Delta t} \sum_{k=1}^{M}\left\|\partial_{t} \boldsymbol{H}\left(t_{k}\right)-\frac{\boldsymbol{H}_{h}^{k}-\boldsymbol{H}_{h}^{k-1}}{\Delta t}\right\|_{\mathrm{L}^{2}(\Omega)^{3}} \text { (right) versus number of d.o.f. (log-log scale). }}{\sqrt{\Delta t} \sum_{k=1}^{M}\left\|\partial_{t} \boldsymbol{H}\left(t_{k}\right)\right\|_{\mathrm{L}^{2}(\Omega)^{3}}}$
and for its derivative $\partial_{t} \boldsymbol{H}$ in $\mathrm{L}^{2}\left(0, T ; \mathrm{L}^{2}(\Omega)^{3}\right)$-norm (right) versus the number of degrees of freedom (d.o.f.).

The slopes of the curves clearly show an order of convergence $\mathscr{O}(h+\Delta t)$ for all the quantities, which agrees with the theoretical results, since the solution is smooth and hence the hypotheses of Theorem 5.2 are fulfilled for $r=1$.

### 6.2 A problem arising from an electromagnetic forming process

Electromagnetic Forming is a metal working process that relies on the use of electromagnetic forces to deform metallic workpieces at high speeds. A transient electric current is induced in a coil which produces a magnetic field that penetrates a nearby conductive workpiece where an eddy current is generated. The magnetic field, together with the eddy current, induce Lorentz forces that drive the deformation of the workpiece (see, for instance El-Azab et al. (2003)). In this section, we have simulated the electro-
magnetic behavior of a 3D workpiece under the action of a coil. It corresponds to a similar configuration to the one presented in Ulacia et al. (2009), but with simpler geometry and workpiece data. The coil and workpiece are presented in Figure 4, which also shows a typical mesh of the conducting domain. Domain $\Omega$ has been chosen as a box surrounding the conductor. Notice that we only need to build a cutting surface in the dielectric domain. The current intensity which enters the coil is shown in Figure 5; a typical curve in electromagnetic forming. Concerning the physical properties, the workpiece is a magnesium alloy and the coil is made with copper (see Table 2 of Ulacia et al. (2009)). Figure 6 shows


FIG. 4. Mesh of the conducting domain (left). Detail of the coil mesh (right).
the computed resultant of the Lorentz force versus time in the workpiece; the peak value corresponds to the time in which the input current intensity reaches its maximum ( 0.00018 s ). All the other reported results correspond to this time. Figure 7 shows the modulus of the current density in the conducting domain. Figure 8 shows the current density vector field. Finally, Figure 9 shows the Lorentz force in the workpiece.


FIG. 5. Current intensity (A) vs. time (s).


Fig. 6. Resultant of the Lorentz force (N) in the workpiece vs. time (s).


FIG. 7. Modulus of the current density in coil and workpiece at time 0.00018 s .


FIG. 8. Distribution of the current density (vector field) in coil and workpiece (underside) at time 0.00018 s .


FIG. 9. Lorentz force in the workpiece at time 0.00018 s .

Since this approach is also able to deal with non simply connected conductors we have solved another example in which the workpiece is as shown in Figure 10. In this case, two cut surfaces are needed, one contained in the interior of $\Omega_{\mathrm{D}}$ and the other touching $\partial \Omega_{\mathrm{D}}$. As we have explained above, in this example the induced current intensity in the workpiece is an additional unknown which must be computed at each time step. Figure 11 shows the modulus of the induced current density in the workpiece at $t=0.00018 \mathrm{~s}$. Figure 12 shows the additional unknown (induced current intensity in the workpiece) versus time.



FIG. 12. Induced current intensity (A) vs. time (s).

## Funding

INCITE09-207047-PR, Xunta de Galicia (Spain) to A. B., R. R. and P. S. MTM2008-02483 and CSD200600032, Ministerio de Ciencia e Innovación (Spain) to A. B., R. R. and P. S. MECESUP UCO0713 (Chile) and Banco Santander-USC fellowship (Spain) to B. L-R. FONDAP and BASAL projects CMM, Universidad de Chile (Chile) to R. R.

## REFERENCES

Acevedo, R. \& Meddahi, S. (2010) An E-based mixed-FEM and BEM coupling for a time-dependent eddy current problem, IMA Journal of Numerical Analysis. doi:10.1093/imanum/drp049.
Acevedo, R., Meddahi, S. \& Rodríguez, R. (2009) An $E$-based mixed formulation for a time-dependent eddy current problem, Math. Comp. 78, no. 268, 1929-1949.
Alonso Rodríguez, A. \& Valli, A. (2008) Voltage and current excitation for time-harmonic eddy-current problems, SIAM J. Appl. Math. 68, no. 5, 1477-1494.
Alonso Rodríguez, A., Valli, A. \& VÁzQuez, R. (2009) A formulation of the eddy current problem in the presence of electric ports, Numer. Math. 113, no. 4, 643-672.
Amrouche, C., Bernardi, C., Dauge, M. \& Girault, V. (1998) Vector potentials in three-dimensional non-smooth domains, Math. Methods Appl. Sci. 21, 823-864.
Bermúdez, A., Rodríguez, R., \& Salgado, P. (2002) A finite element method with Lagrange multipliers for low-frequency harmonic Maxwell equations, SIAM J. Numer. Anal. 40, no. 5, 1823-1849.
Bermúdez, A., Rodríguez, R., \& Salgado, P. (2005a) Numerical analysis of electric field formulations of the eddy current model, Numer. Math. 102, no. 2, 181-201.
Bermúdez, A., Rodríguez, R., \& Salgado, P. (2005b) Numerical solution of eddy current problems in bounded domains using realistic boundary conditions, Comput. Methods Appl. Mech. Engrg. 194, no. 2-5, 411-426.
Bossavit, A. (2000) Most general "non-local" boundary conditions for the Maxwell equation in a bounded region, COMPEL 19, no. 2, 239-245.
Dautray, R. \& Lions, J-L. (1992) Mathematical Analysis and Numerical Methods for Science and Technology, Volume 5, Evolution Problems I. Springer-Verlag, Berlin.
El-Azab,A., Garnich, M. \& Kapoor, A. (2003) Modeling of the electromagnetic forming of sheet metals: state-of-art an future needs. J. Mater. Process. Technol. 142, no. 3, 744-754.
Evans, L.C. (1998) Partial Differential Equations. American Mathematical Society, Providence, RI.
Girault, V. \& Raviart, P.A. (1986) Finite Element Methods for Navier-Stokes Equations. Theory and Algorithms. Springer-Verlag, Berlin.
Kang, T. \& KIM, K.I. (2009) Fully discrete potential-based finite element methods for a transient eddy current problem, Computing. 85, no. 4, 339-362.
Kang,T., Kim, K.I. \& Wu, Z. (2006) An $E$-based splitting finite element method for time-dependent eddy current equations, J. Comput. Appl. Math. 196, no. 2, 358-367.
MA, C. (2008) The finite element analysis of a decoupled $T-\Psi$ scheme for solving eddy-current problems, Appl. Math. Comput. 205, no. 1, 352-361.
Meddahi, S. \& Selgas, V. (2008) An $H$-based FEM-BEM formulation for a time dependent eddy current problem, Appl. Numer. Math. 58, no. 8, 1061-1083.
Ulacia, I., Hurtado, I., Imbert, J., Salisbury, C.P., Worswick, M.J. \& Arroyo, A.(2009) Experimental and numerical study of electromagnetic forming of AZ31B magnesium alloy sheet, Steel Res. Int. 80, no. 5, 344-350.
ŽEnÍŠEK, A. (1990) Nonlinear Elliptic and evolution problems and their finite element approximations. Academic Press, Inc., London.
Zheng, W., Chen, Z. \& Wang, L. (2006) An adaptive finite element method for the $H-\psi$ formulation of timedependent eddy current problems, Numer. Math. 103, no. 4, 667-689.

## Centro de Investigación en Ingeniería Matemática ( $\mathrm{Cl}^{2} \mathrm{MA}$ )

## PRE-PUBLICACIONES 2010

2010-05 Maria G. Armentano, Claudio Padra, Rodolfo Rodríguez, Mario ScheBLE: An hp finite element adaptive method to compute the vibration modes of a fluidsolid coupled system
2010-06 Alfredo Bermúdez, Rodolfo Rodríguez, María L. Seoane: A fictitious domain method for the numerical simulation of flows past sails
2010-07 Carlo Lovadina, David Mora, Rodolfo Rodríguez: A locking-free finite element method for the buckling problem of a non-homogeneous Timoshenko beam
2010-08 Franco Fagnola, Carlos M. Mora: Linear stochastic Schrödinger equations with unbounded coefficients
2010-09 Fabián Flores-Bazán, Cesar Gutierrez, Vicente Novo: A Brezis-Browder principle on partially ordered spaces and related ordering theorems
2010-10 Carlos M. Mora: Regularity of solutions to quantum master equations: A stochastic approach
2010-11 Julio Aracena, Luis Gomez, Lilian Salinas: Limit cycles and update digraphs in Boolean networks
2010-12 Gabriel N. Gatica, Ricardo Oyarzúa, Francisco J. Sayas: A residual-based a posteriori error estimator for a fully-mixed formulation of the Stokes-Darcy coupled problem
2010-13 Lourenco Beirao-Da-Veiga, David Mora, Rodolfo Rodríguez: Numerical analysis of a locking-free mixed finite element method for a bending moment formulation of Reissner-Mindlin plate model
2010-14 Fernando Betancourt, Raimund Bürger, Kenneth H. KARLSEN: A strongly degenerate parabolic aggregation equation
2010-15 Raimund Bürger, Stefan Diehl, Ingmar Nopens: A consistent modeling methodology for secondary settling tanks in wastewater treatment
2010-16 Alfredo Bermúdez, Bibiana López-Rodríguez, Rodolfo Rodríguez, Pilar SALGADO: Numerical solution of transient eddy current problems with input current intensities as boundary data

Para obtener copias de las Pre-Publicaciones, escribir o llamar a: Director, Centro de Investigación en Ingeniería Matemática, Universidad de Concepción, Casilla 160-C, Concepción, Chile, Tel.: 41-2661324, o bien, visitar la página web del centro: http://www.ci2ma.udec.cl



[^0]:    ${ }^{\dagger}$ Email: alfredo.bermudez@usc.es
    ${ }^{\ddagger}$ Email: blopezr@unal.edu.co. Permanent address: Escuela de Matemáticas, Universidad Nacional de Colombia, sede Medellín, Colombia
    ${ }^{\S}$ Email: rodolfo@ing-mat.udec.cl
    IIEmail: mpilar.salgado@usc.es

